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The model

General form of Hamiltonian:

Hn = −
∑

1≤i<j≤n

αi ,jTi ,j , αi ,j ∈ R

where Ti ,j = transposition of i and j tensor factors in (Cr )⊗n

Ti ,j |φ⟩ ⊗ |ψ⟩ = |ψ⟩ ⊗ |φ⟩ (and r = 2S + 1)

Specific cases of interest:

▶ Spin 1
2 (i.e. r = 2): Ti ,j = 2S⃗i · S⃗j + 1

2 (Heisenberg model)

▶ Spin 1 (i.e. r = 3): Ti ,j = (S⃗i · S⃗j)2 + S⃗i · S⃗j − 1

▶ Generally: Ti ,j = polynomial in S⃗i · S⃗j
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Probabilistic representation for ferromagnet

If all αi ,j ≥ 0 then −Hn is a generator for a Markov chain:

1 2 3 4 5 6 7 8 9 10

Random independent
transpositions

rate αi ,j per pair {i , j}
time β

Partition function
Zn = tr[e−βHn ] = cE[r#cycles]

(Tóth ’93)

Our choice of couplings:

αi ,j =
1

n





a, i , j ∈ A = {1, 2, . . . ,m},
b, i , j ∈ B = {m + 1, . . . , n},
c , i ∈ A, j ∈ B.

a, b, c ∈ R.

If a = b = c : complete graph (B.–Fröhlich–Ueltschi ’19)
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Probabilistic representation for ferromagnet

If all αi ,j ≥ 0 then −Hn is a generator for a Markov chain:

1 2 3 4 5 6 7 8 9 10

Random independent
transpositions

rate αi ,j per pair {i , j}
time β

Partition function
Zn = tr[e−βHn ] = cE[r#cycles]
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Result I: free energy

From now on a, b, c ∈ R and

Hn = −1

n

(
a

∑

1≤i<j≤m

Ti ,j + b
∑

m+1≤i<j≤n

Ti ,j + c
∑

1≤i≤m<j≤n

Ti ,j

)

Theorem
As n → ∞ with m/n → ρ ∈ (0, 1),

1
n log tr[e

−βHn ] → max
(x ;y)∈Ωρ

(
H(x ; y) + βE(x ; y)

)
+ cst

where
Ωρ = {(x1, . . . , xr ; y1, . . . , yr ) : xi , yi ≥ 0,

∑
xi = 1−∑

yi = ρ}
H(x ; y) = −∑r

i=1(xi log xi + yi log yi ) ≥ 0
E(x ; y) = 1

r

∑
1≤i<j≤r Q(xi − xj , yi − yj)

Q(ξ, η) = 1
2(aξ

2 + bη2 + 2cξη)



Result I: free energy

From now on a, b, c ∈ R and

Hn = −1

n

(
a

∑

1≤i<j≤m

Ti ,j + b
∑

m+1≤i<j≤n

Ti ,j + c
∑

1≤i≤m<j≤n

Ti ,j

)

Theorem
As n → ∞ with m/n → ρ ∈ (0, 1),

1
n log tr[e

−βHn ] → max
(x ;y)∈Ωρ

(
H(x ; y) + βE(x ; y)

)
+ cst

where
Ωρ = {(x1, . . . , xr ; y1, . . . , yr ) : xi , yi ≥ 0,

∑
xi = 1−∑

yi = ρ}
H(x ; y) = −∑r

i=1(xi log xi + yi log yi ) ≥ 0
E(x ; y) = 1

r

∑
1≤i<j≤r Q(xi − xj , yi − yj)

Q(ξ, η) = 1
2(aξ

2 + bη2 + 2cξη)



Result I: free energy

From now on a, b, c ∈ R and

Hn = −1

n

(
a

∑

1≤i<j≤m

Ti ,j + b
∑

m+1≤i<j≤n

Ti ,j + c
∑

1≤i≤m<j≤n

Ti ,j

)

Theorem
As n → ∞ with m/n → ρ ∈ (0, 1),

1
n log tr[e

−βHn ] → max
(x ;y)∈Ωρ

(
H(x ; y) + βE(x ; y)

)
+ cst

where
Ωρ = {(x1, . . . , xr ; y1, . . . , yr ) : xi , yi ≥ 0,

∑
xi = 1−∑

yi = ρ}

H(x ; y) = −∑r
i=1(xi log xi + yi log yi ) ≥ 0

E(x ; y) = 1
r

∑
1≤i<j≤r Q(xi − xj , yi − yj)

Q(ξ, η) = 1
2(aξ

2 + bη2 + 2cξη)



Result I: free energy

From now on a, b, c ∈ R and

Hn = −1

n

(
a

∑

1≤i<j≤m

Ti ,j + b
∑

m+1≤i<j≤n

Ti ,j + c
∑

1≤i≤m<j≤n

Ti ,j

)

Theorem
As n → ∞ with m/n → ρ ∈ (0, 1),

1
n log tr[e

−βHn ] → max
(x ;y)∈Ωρ

(
H(x ; y) + βE(x ; y)

)
+ cst

where
Ωρ = {(x1, . . . , xr ; y1, . . . , yr ) : xi , yi ≥ 0,

∑
xi = 1−∑

yi = ρ}
H(x ; y) = −∑r

i=1(xi log xi + yi log yi ) ≥ 0

E(x ; y) = 1
r

∑
1≤i<j≤r Q(xi − xj , yi − yj)

Q(ξ, η) = 1
2(aξ

2 + bη2 + 2cξη)



Result I: free energy

From now on a, b, c ∈ R and

Hn = −1

n

(
a

∑

1≤i<j≤m

Ti ,j + b
∑

m+1≤i<j≤n

Ti ,j + c
∑

1≤i≤m<j≤n

Ti ,j

)

Theorem
As n → ∞ with m/n → ρ ∈ (0, 1),

1
n log tr[e

−βHn ] → max
(x ;y)∈Ωρ

(
H(x ; y) + βE(x ; y)

)
+ cst

where
Ωρ = {(x1, . . . , xr ; y1, . . . , yr ) : xi , yi ≥ 0,

∑
xi = 1−∑

yi = ρ}
H(x ; y) = −∑r

i=1(xi log xi + yi log yi ) ≥ 0
E(x ; y) = 1

r

∑
1≤i<j≤r Q(xi − xj , yi − yj)

Q(ξ, η) = 1
2(aξ

2 + bη2 + 2cξη)



Result I: free energy

From now on a, b, c ∈ R and

Hn = −1

n

(
a

∑

1≤i<j≤m

Ti ,j + b
∑

m+1≤i<j≤n

Ti ,j + c
∑

1≤i≤m<j≤n

Ti ,j

)

Theorem
As n → ∞ with m/n → ρ ∈ (0, 1),

1
n log tr[e

−βHn ] → max
(x ;y)∈Ωρ

(
H(x ; y) + βE(x ; y)

)
+ cst

where
Ωρ = {(x1, . . . , xr ; y1, . . . , yr ) : xi , yi ≥ 0,

∑
xi = 1−∑

yi = ρ}
H(x ; y) = −∑r

i=1(xi log xi + yi log yi ) ≥ 0
E(x ; y) = 1

r

∑
1≤i<j≤r Q(xi − xj , yi − yj)

Q(ξ, η) = 1
2(aξ

2 + bη2 + 2cξη)



Result II: phase transition

Proposition

▶ If Q ≤ 0 (i.e. a, b ≤ 0, ab ≥ c2) then for all β ≥ 0, maximum
attained only at ω0 = (ρr , . . . ,

ρ
r ;

1−ρ
r , . . . , 1−ρ

r )

▶ Otherwise, there is βc > 0 s.t. ω0 is not the unique maximizer
if β > βc (but is if β < βc)

For r = 2 (i.e. spin 1
2):

▶ we have a formula for βc
▶ the phase transition is continuous

For r ≥ 3 (i.e. spin ≥ 1) and a certain subset of parameters a, b, c :

▶ we have a formula for βc
▶ the phase transition is discontinuous (phase coexistence at βc)
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Result III: spin-density Laplace transform

Let W = diag(w1, . . . ,wr ) where w1, . . . ,wr ∈ C and
Wi = 1I⊗ · · · ⊗W ⊗ · · · ⊗ 1I.

Given (x ; y) ∈ Ωρ write X = diag(x1, . . . , xr ) and
Y = diag(y1, . . . , yr ).

Theorem
Whenever the maximizer ω = (x ; y) is unique we have

lim
n→∞

⟨exp
(
1
n

∑n
j=1Wi

)
⟩β,n =

∫

U(r)
dU etr[WU(X+Y )U∗]

where U(r) is the group of unitary r × r matrices and dU is
uniform probability measure.

Note: RHS trivial if β < βc

Interpretation: extremal Gibbs states indexed by the orbit of
X + Y under U(r).
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Result IV: ground-state phase diagrams (β → ∞)

Picture depends on sign of c (= coupling across the blocks A,B).

For c > 0:
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and from there
@�wb

@h

��
h#0 = (2⇢� 1) r�2

r�1w1

@�wb

@h

��
h"0 = (2⇢� 1) r�2

r�1wr.
(38)

For non-trivial W , this gives a discontinuous magnetisation. In the case
⇢ < 1

2 , the magnetisation is obtained by exchanging w1 and wr in (38). For

⇢ = 1
2 , the magnetisation is continuous at the point of phase-transition.

1.4. Ground-state phase diagrams. Recall from (7) that when � is large,
the free energy is dominated by the lowest energies E of the Hamiltonian.
This is referred to as the ground state of the model. By analysing the location
of the maximiser of the function F (given in (8)) in the limit as � ! 1, we
can identify the ground-state phase diagram. We provide two diagrams, one
of the (a, b) plane for c > 0 fixed and one for c < 0 fixed. Since the diagram
is invariant under the scaling (a, b, c) ! (↵a, ↵b, ↵c) with ↵ > 0, this will
su�ce to describe the whole diagram for c 6= 0. The case c = 0 is just two
uncoupled models on complete graphs with Ti,j transposition interaction;
this is covered by the results of [8].

b

a

(c, c)

⇣
�c⇢0
⇢

, �c⇢
⇢0

⌘

a = �c⇢0
⇢

b = �c⇢
⇢0

ab = c2

F

D E1

E2

Figure 1. The ground state phase diagram for c > 0. The
dashed line indicates where we have a closed formula for the
critical temperature.

The c > 0 diagram is portrayed in Figure 1. It displays four distinct
regions, separated by the curve ab = c2 (a, b < 0) and the lines a = �c⇢0/⇢
and b = �c⇢/⇢0. The dashed line (a � c)⇢ = (b � c)(1 � ⇢) is where we
have a precise formula for the critical temperature, see Proposition 1.5.
The upper right region F is called ferromagnetic; the c-interaction between
the two blocks is ferromagnetic and the a- and b-interactions are either
ferromagnetic, or not strong enough to make a di↵erence. In this region,

F : ferromagnetic

D: disordered

E1: ferromagnetic in block
A, partly disordered in B

E2: vice versa
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10 J. E. BJÖRNBERG, H. ROSENGREN, AND K. RYAN

and from there
@�wb

@h

��
h#0 = (2⇢� 1) r�2

r�1w1

@�wb

@h

��
h"0 = (2⇢� 1) r�2

r�1wr.
(38)

For non-trivial W , this gives a discontinuous magnetisation. In the case
⇢ < 1

2 , the magnetisation is obtained by exchanging w1 and wr in (38). For

⇢ = 1
2 , the magnetisation is continuous at the point of phase-transition.

1.4. Ground-state phase diagrams. Recall from (7) that when � is large,
the free energy is dominated by the lowest energies E of the Hamiltonian.
This is referred to as the ground state of the model. By analysing the location
of the maximiser of the function F (given in (8)) in the limit as � ! 1, we
can identify the ground-state phase diagram. We provide two diagrams, one
of the (a, b) plane for c > 0 fixed and one for c < 0 fixed. Since the diagram
is invariant under the scaling (a, b, c) ! (↵a, ↵b, ↵c) with ↵ > 0, this will
su�ce to describe the whole diagram for c 6= 0. The case c = 0 is just two
uncoupled models on complete graphs with Ti,j transposition interaction;
this is covered by the results of [8].

b

a

(c, c)

⇣
�c⇢0
⇢

, �c⇢
⇢0

⌘

a = �c⇢0
⇢

b = �c⇢
⇢0

ab = c2

F

D E1

E2

Figure 1. The ground state phase diagram for c > 0. The
dashed line indicates where we have a closed formula for the
critical temperature.

The c > 0 diagram is portrayed in Figure 1. It displays four distinct
regions, separated by the curve ab = c2 (a, b < 0) and the lines a = �c⇢0/⇢
and b = �c⇢/⇢0. The dashed line (a � c)⇢ = (b � c)(1 � ⇢) is where we
have a precise formula for the critical temperature, see Proposition 1.5.
The upper right region F is called ferromagnetic; the c-interaction between
the two blocks is ferromagnetic and the a- and b-interactions are either
ferromagnetic, or not strong enough to make a di↵erence. In this region,

F : ferromagnetic

D: disordered

E1: ferromagnetic in block
A, partly disordered in B

E2: vice versa



Result IV: ground-state phase diagrams (β → ∞)

For c < 0, with r = 5 (i.e. spin 2):

44 J. E. BJÖRNBERG, H. ROSENGREN, AND K. RYAN

B4C5

C4 B3

C3

B2

C2

B1

C1

D

A

a

b
a =

c⇢0(r�1)
⇢

b =
c⇢(r�1)
⇢0

Q4

Q3

Q2

Q1

P3

P2

P1

Figure 8. The ground state phase diagram for c < 0, in
the case r = 5, with the points Pk (177) and Qk (178) as
well as the regions A (175), Bk (179), Ck (180) and D (176)
indicated.

(a, b) 2 @A or (a, b) 2 @D there are also infinitely many maximisers. In the
case @D they are determined by the conditions

(183)
p
�a
⇣
x?i �

⇢

r

⌘
+

p
�b

✓
y?i � ⇢0

r

◆
= 0, 1  i  r,

in the case a > 0, b = 0 by the conditions

(184a) x?1 = ⇢, x?2 = · · · = x?r = y?1 = 0,

in the case a = 0, b > 0 by the conditions

(184b) x?r = y?1 = · · · = y?r�1 = 0, y?r = ⇢0

and, finally, for a = b = 0 by

(184c) x?1y
?
1 = · · · = x?ry

?
r = 0.

For convenience, we formulated Proposition 4.2 only for r � 3. In the case
r = 2 the same statement is correct, except for the fact that the equations
(184) have the unique solution ! = !A. In this case !B1 = !A, so @A and
B1 should be considered as parts of the anti-ferromagnetic phase. Note also
that there are no points Pk, and only one region Bk. This leads to exactly
the same diagram as for c > 0. We already know this from the discussion
after Theorem 1.2.

A: antiferromagnetic

D: disordered

Bk : intermediate

Ck : partly disordered



Method: Schur–Weyl duality
Write

Hn = −1

n

(
(a−c)

∑

1≤i<j≤m

Ti ,j+(b−c)
∑

m+1≤i<j≤n

Ti ,j+c
∑

1≤i<j≤n

Ti ,j

)

Think of Hn ∈ C[Sn] and (Cr )⊗n as a representation

Decompositon into irreducible Sn-modules:

(Cr )⊗n ∼=
⊕

λ⊢n,ℓ(λ)≤r

sλV
λ

Moreover, as an Sm × Sn−m-representation

V λ ∼=
⊕

µ⊢m,ν⊢n−m

cλµ,νV
µ ⊗ V ν

This decomposition diagonalizes the Hamiltonian (Schur’s Lemma)
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Method: Schur–Weyl duality

Key input: “Horn’s inequalities” (Knutson–Tao theorem) cλµ,ν > 0
if and only if there are Hermitian r × r matrices X ,Y with spectra
µ, ν respectively, such that X + Y has spectrum λ

Then on V µ ⊗ V ν ,
−Hn = 1

2n ((a− c)tr[X 2] + (b − c)tr[Y 2] + ctr[(X + Y )2] + o(1))

For spin-density Laplace transform, use full Schur–Weyl duality: as
a representation of GLr(C)× Sn

(Cr )⊗n ∼=
⊕

λ⊢n,ℓ(λ)≤r

Uλ ⊗ V λ
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Thank you!


