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Abstract. We prove Lieb-Robinson bounds and the existence of the thermodynamic limit for a general class of irreversible dynamics for quantum lattice systems with time-dependent generators that satisfy a suitable decay condition in space.

1. Introduction

For a quantum many-body Hamiltonian describing bulk matter we expect that the Heisenberg dynamics converges in the thermodynamic limit to a well-defined one-parameter flow of transformations on the observable algebra. Early results of this kind were obtained for quantum spin systems [29, 25, 27], which were followed by generalizations that included examples of irreversible dynamics described by a semigroup of completely positive unit preserving maps [9, 28]. See, e.g., [6, 8, 3, 30, 16] for results on the thermodynamic limit of a number of examples of semigroups of completely positive maps. In this work we study a general class of irreversible dynamics for quantum lattice systems with generators that are sums of bounded terms that may depend on time and that satisfy a suitable decay condition in space.

Following the argument of [26] propagation bounds of Lieb-Robinson type [14] have recently been used to prove a number of new results on the existence of the thermodynamic limit [17, 1, 19, 2]. These recent developments were made possible by recent extensions and improvements of the Lieb-Robinson bounds themselves [10, 20, 12, 18, 21].

Lieb-Robinson type bounds for irreversible dynamics were, to our knowledge, first considered in [11] in the classical context and in [24] for a class of quantum lattice systems with finite-range interactions. Here, we will extend those results by
proving a Lieb-Robinson bound for lattice models with a dynamics generated by both Hamiltonian and dissipative interactions with suitably fast decay in space and that may depend on time. See Assumption 1 for the precise conditions. Then, we use our result to prove the existence of the thermodynamic limit of the dynamics in the sense of a strongly continuous one-parameter flow of completely positive unit preserving maps.

Our results are applicable to a wide range of applications in statistical mechanics, quantum optics, and quantum information and computation. In each of those areas, it is often necessary to incorporate dissipative and time-dependent terms in the generator of the dynamics. Fortunately, there is a large number of interesting systems defined on a lattice, which so far is the only setting accessible by our methods to prove Lieb-Robinson bounds. It is probably not a coincidence that proofs of the existence of the thermodynamic limit of the dynamics have so far also been mostly restricted to lattice systems. Here, 'lattice' has to be interpreted loosely to mean a discrete set of points that are typically thought of as distributed in space. In the case to the positions of atoms in a crystal, these positions can indeed be described by a lattice, but all one needs is the structure of a metric graph satisfying some regularity conditions. The detailed setup is given in Section 2.

The existence of the thermodynamic limit is important as a fundamental property of any model meant to describe properties of bulk matter. In particular, such properties should be essentially independent of the size of the system which, of course, in any experimental setup will be finite. In the past five years, Lieb-Robinson bounds have been to prove a variety of interesting results about condensed matter systems. See [22] for a brief overview of the applications of Lieb-Robinson bounds.

The paper is organized as follows. First, we describe the general setup necessary to state our main results, which we do in Section 2. In this section we also state the three main theorems we prove in this paper. Theorem 1 states that solution of the differential equation (master equation) defined by finite volume generators we consider is a well-defined quantum dynamics, i.e., a continuous family of completely positive unit preserving maps on the algebra of observables. The proof of this theorem is obtained by standard methods, but for completeness we included it here in Section 3. Theorem 2 is the Lieb-Robinson bound, i.e., the propagation estimate for irreversible dynamics. Again the theorem is stated in Section 2 and then proved in Section 4. Theorem 3, the existence of the thermodynamic limit, is proved in Section 5.

2. Setup and main results

We consider quantum systems consisting of components associated with the vertices $x \in \Gamma$, where $\Gamma$ is a countable set equipped with a metric $d$. We assume that there exists a function $F : [0, \infty) \to (0, \infty)$ such that:

i) $F$ is uniformly integrable over $\Gamma$, i.e.,

$$\|F\| := \sup_{x \in \Gamma} \sum_{y \in \Gamma} F(d(x, y)) < \infty,$$
and

ii) $F$ satisfies

$$ C := \sup_{x,y \in \Gamma} \sum_{z \in \Gamma} \frac{F(d(x,z))F(d(y,z))}{F(d(x,y))} < \infty. $$

Having such a set $\Gamma$ and a function $F$ that satisfies i) and ii), for any $\mu > 0$ the function

$$ F_\mu(x) = e^{-\mu x} F(x), $$

also satisfies i) and ii) with $\|F_\mu\| \leq \|F\|$ and $C_\mu \leq C$.

The Hilbert space of states of the subsystem at $x \in \Gamma$ is denoted by $\mathcal{H}_x$. For any finite subset $\Lambda \subset \Gamma$ the Hilbert associated with $\Lambda$ is

$$ \mathcal{H}_\Lambda = \bigotimes_{x \in \Lambda} \mathcal{H}_x. $$

The algebra of observables supported in $\Lambda$ is defined by

$$ \mathcal{A}_\Lambda = \bigotimes_{x \in \Lambda} \mathcal{B}(\mathcal{H}_x), $$

where $\mathcal{B}(\mathcal{H}_x)$ is the set of bounded linear operators on $\mathcal{H}_x$. If $\Lambda_1 \subset \Lambda_2$, then we may identify $\mathcal{A}_{\Lambda_1}$ in a natural way with the subalgebra $\mathcal{A}_{\Lambda_1} \otimes 1 l_{\Lambda_2 \setminus \Lambda_1}$ of $\mathcal{A}_{\Lambda_2}$, and simply write $\mathcal{A}_{\Lambda_1} \subset \mathcal{A}_{\Lambda_2}$. The algebra of local observables is then defined as

$$ \mathcal{A}_\text{loc}^\Gamma = \bigcup_{\Lambda \subset \Gamma} \mathcal{A}_\Lambda. $$

The $C^*$-algebra of quasi-local observables $\mathcal{A}_\Gamma$ is the norm completion of $\mathcal{A}_\text{loc}^\Gamma$. See [4, 5] for more details about this mathematical framework.

The support of the observable $A \in \mathcal{A}_\Lambda$ is the minimal set $X \subset \Lambda$ for which $A = A' \otimes 1 l_{\Lambda \setminus X}$ for some $A' \in \mathcal{A}_X$.

The generator of the dynamics is defined for each finite volume $\Lambda \subset \Gamma$, and, in general, contains both Hamiltonian interactions and dissipative terms, which we allow to be time-dependent. The Hamiltonian terms are described by an interaction $\Phi(t, \cdot)$ which, for all $t \in \mathbb{R}$, is a map from a set of subsets of $\Gamma$ to $\mathcal{A}_\Gamma$, such that for each finite set $X \subset \Gamma$, $\Phi(t, X) \in \mathcal{A}_X$ and $\Phi(t, X)^* = \Phi(t, X)$. The dissipative part is described by terms of Lindblad form determined, for each finite $X \subset \Gamma$, a set of operators $L_a(t, X) \in \mathcal{A}_X$, $a = 1, \ldots, N(X)$. We can allow for the case $N(X) = \infty$, if we impose a suitable convergence condition on the resulting series for the generator. Then, for any finite set $\Lambda \subset \Gamma$ and time $t \in \mathbb{R}$ we define the family of bounded linear maps $\mathcal{L}_\Lambda : \mathcal{A}_\Lambda \to \mathcal{A}_\Lambda$, i.e. $\mathcal{L}_\Lambda \in \mathcal{B}(\mathcal{A}_\Lambda, \mathcal{A}_\Lambda)$, as follows: for all $A \in \mathcal{A}_\Lambda$,

$$ \Psi_Z(t)(A) = i[\Phi(t, Z), A] $$

$$ + \sum_{a=1}^{N(Z)} [L_a^*(t, Z)AL_a(t, Z) - \frac{1}{2}\{L_a(t, Z)^*L_a(t, Z), A\}] $$

$$ \mathcal{L}_\Lambda(t)(A) = \sum_{Z \subset \Lambda} \Psi_Z(t)(A), $$

where $\{A, B\} = AB + BA$, is the anticommutator of $A$ and $B$. The operators $\Psi_Z(t)$ can be regarded as bounded linear transformations on $\mathcal{A}_X$, for any $X \subset \Lambda$. 
that contains $Z$, which are then of the form $\Psi_Z(t) \otimes \text{id}_{A_X \otimes Z}$. The norm of these maps, in general, depends on $X$ that contains $Z$.

Hence, we can define the cb-norm of $\Psi$ by

$$
\|\Psi\|_{cb} = \sup_{n \geq 1} \|\Psi \otimes \text{id}_{M_n}\| < \infty
$$

See [7, 23] for more information on completely bounded maps. Assuming that $\|\Psi_Z(t)\|_{cb}$ is finite is more general than assuming that the series $\sum_{n=1}^{\infty} \|L_n(t, Z)\|^2$ converges which, however, is a useful sufficient condition for it. In particular, there are situations where the sum in (2.1) only converges in the strong operator topology but nevertheless yields a well-defined limit with finite cb-norm.

**Assumption 1.** Given $(\Gamma, d)$ and $F$ as described at the beginning of this section, the following hypotheses hold:

1. For all finite $\Lambda \subset \Gamma$, $L_\Lambda(t)$ is continuous in $t$, and hence uniformly continuous on compact intervals.
2. There exists $\mu > 0$ such that for every $t \in \mathbb{R}$

$$
\|\Psi\|_{t,\mu} := \sup_{s \in [0, t]} \sup_{x, y \in \Lambda} \sum_{Z \ni x, y} \frac{\|\Psi_Z(s)\|_{cb}}{F_\mu(d(x, y))} < \infty,
$$

where $\| \cdot \|_{cb}$ denotes the cb-norm of completely bounded maps [23].

Note that

$$
\|L_\Lambda(t)\| \leq \sum_{Z \subset \Lambda} \|\Psi_Z(t)\| \leq \sum_{x, y \in \Lambda} \sum_{Z \ni x, y} \|\Psi_Z(t)\|_{cb} \leq \|\Psi\|_{t,\mu}|\Lambda|\|F\|.
$$

We define

$$
M_t = \|\Psi\|_{t,\mu}|\Lambda|\|F\|.
$$

Then by (2.3) one gets $M_s \leq M_t$ for $s < t$.

Fix $T > 0$ and, for all $A \in A_\Lambda$, let $A(t), t \in [0, T]$ be a solution of the initial value problem

$$
\frac{d}{dt} A(t) = L_\Lambda(t) A(t), \quad A(0) = A.
$$

Since $\|L_\Lambda(t)\| \leq M_T < \infty$, this solution exists and is unique by the standard existence and uniqueness results for ordinary differential equations. For $0 \leq s \leq t \leq T$, define the family of maps $\{\gamma_{t, s}\}_{0 \leq s \leq t} \subset B(A_\Lambda, A_\Lambda)$ by $\gamma_{t, s}^s(A) = A(t)$, where $A(t)$ is the unique solution of (2.5) for $t \in [s, T]$ with initial condition $A(s) = A$. Then, the **cocycle property**, $\gamma_{t, s}(A(s)) = A(t)$, follows from the uniqueness of the solution of (2.5). Recall that a linear map $\gamma : A \to B$, where $A$ and $B$ are $C^*$-algebras is called **completely positive** if the maps $\gamma \otimes \text{id} : A \otimes M_n \to B \otimes M_n$
are positive for all \( n \geq 1 \). Here \( M_n \) stands for the \( n \times n \) matrices with complex entries, and positive means that positive elements (i.e., elements of the form \( A^*A \)) are mapped into positive elements. See, e.g., [23] for a discussion of the basic properties of completely positive maps. In particular, we shall use the property that every unit preserving (i.e. \( \gamma(\mathbb{1}_A) = \mathbb{1}_B \)) completely positive map \( \gamma \), is a contraction: \( \| \gamma(A) \| \leq \| A \| \).

As a preliminary result we prove the following Theorem 1 in Section 3. It extends the well-known result for time-independent generators of Lindblad form [15] to the time-dependent case.

**Theorem 1.** Let \( A \) be a \( C^* \)-algebra, \( T > 0 \), and for \( t \in [0,T] \), let \( \mathcal{L}(t) \) be a norm-continuous family of bounded linear operator on \( A \). If

(i) \( \mathcal{L}(t) (\mathbb{1}) = 0 \);
(ii) for all \( A \in A \), \( \mathcal{L}(t)(A^*) = \mathcal{L}(t)(A)^* \);
(iii) for all \( A \in A \), \( \mathcal{L}(t)(A^*A) - \mathcal{L}(t)(A^*)A - A^*\mathcal{L}(t)(A) \geq 0 \);

then the maps \( \gamma_{t,s}, 0 \leq s \leq t \leq T \), defined by equation (2.5), are a norm-continuous cocycle of unit preserving completely positive maps.

It is straightforward to check that the \( \mathcal{L}_\Lambda(t) \) defined in (2.2) satisfy properties (i) and (ii). Property (iii), which is called *complete dissipativity*, follows immediately from the observation

\[
\mathcal{L}(t)(A^*A) - \mathcal{L}(t)(A^*)A - A^*\mathcal{L}(t)(A) = \sum_{Z \subseteq \Lambda} \sum_{a=1}^{N(Z)} [A, L_a(t, Z)]^* [A, L_a(t, Z)] \geq 0.
\]

Therefore, using this result, we conclude that, under Assumption 1, for all finite \( \Lambda \subseteq \Gamma \), the maps \( \gamma^\Lambda_{t,s}, 0 \leq s \leq t \), form a norm-continuous cocycle of completely positive and unit preserving maps.

Section 4 is devoted to proving a Lieb-Robinson bound for the irreversible dynamics \( \gamma^\Lambda_{t,s} \). For reversible dynamics given by the one-parameter group of automorphisms \( \tau_t \) describing the Heisenberg dynamics generated by a Hamiltonian, Lieb-Robinson bounds take the following form: there are constants \( v, \mu > 0 \) such that for \( A \in A_X \) and \( B \in A_Y \),

\[
\| [A, \tau_t(B)] \| \leq C(A, B) e^{-\mu(d(X,Y) - v|t|)},
\]

where \( d(X,Y) \) denotes the distance between \( X \) and \( Y \) and \( C(A, B) \) is a prefactor, which typically has the form \( c\|A\| \|B\| \min(|X|, |Y|) \), for a suitable norm \( \| \cdot \| \) on the observables \( A \) and \( B \), and a suitable measure \( \| \cdot \| \) on the size of the supports \( X \) and \( Y \). Bounds of this form are sufficient to determine the approximate support of the time-evolved observable \( \tau_t(B) \). See, e.g., [2, Lemma 3.1].

For irreversible dynamics, it turns out to be both natural and convenient to consider a slightly more general formulation. For \( X \subseteq \Lambda \), let \( \mathcal{B}_X \) denote the subspace of \( \mathcal{B}(A_X) \) consisting of all completely bounded linear maps that vanish on \( \mathbb{1} \). See the discussion directly preceding Assumption 1 for the definition of complete boundedness and the cb-norm \( \| \cdot \|_{cb} \). It is important for us that all operators of the form

\[
\mathcal{K}_X(B) = [A, B] + \sum_{a=1}^{N} [L_a^* BL_a - \frac{1}{2} \{ L_a L_a, B \}],
\]

where \( L_a \) are the \( \mathbb{1}_X \)-preserving completely positive maps defined by equation (2.1).
where $A, L_a \in \mathcal{A}_X$, belong to $\mathcal{B}_X$, with

$$
\|K_X\|_{cb} \leq 2\|A\| + 2\sum_{a=1}^{N}\|L_a\|^2.
$$

In particular, operators of the form $[A, \cdot]$ appearing in the standard Lieb-Robinson bound (2.6) are a special case of this general form. Then, we can regard $K_X$ as a linear transformation on $\mathcal{A}_Z$, for all $Z$ such that $X \subset Z$, by tensoring it with $\text{id}_{\mathcal{A}_{Z \setminus X}}$, and all these maps will be bounded with norm less than $\|K_X\|_{cb}$.

**Theorem 2.** Suppose Assumption 1 holds. Then the maps $\gamma_{t,s}^A$ satisfy the following bound. For $X, Y \subset \Lambda$, and any operators $K \in \mathcal{B}_X$ and $B \in \mathcal{A}_Y$ we have that

$$
\|K(\gamma_{t,s}^A(B))\| \leq \frac{\|K\|_{cb}}{C_\mu} \|B\|_\mu \Psi_{t,s} C_\mu \sum_{x \in X} \sum_{y \in Y} F_\mu(d(x, y)).
$$

Note that the bound in this theorem is uniform in $\Lambda$. This is important for the proof of existence of the thermodynamic limit of the dynamics, which is one of the main applications of the present paper.

The setup for the analysis of the thermodynamic limit can be formulated as follows. Let $\Gamma$ be an infinite set such as, e.g., the hypercubic lattice $\mathbb{Z}^\nu$. We prove the existence of the thermodynamic limit for an increasing and absorbing sequence of finite subsets $\Lambda_n \subset \Gamma$, $n \geq 1$, by showing that for each $A \in \mathcal{A}_X$, $(\gamma_{t,s}^A)(A)$ is a Cauchy sequence in the norm of $\mathcal{A}_\Gamma$. To this end we have to suppose that Assumption 1 (2) holds uniformly for all $\Lambda_n$, i.e., we can replace $\Lambda$ in (2.3) by $\Gamma$.

**Theorem 3.** Suppose that Assumption 1 holds and, in addition, that (2.3) holds for $\Lambda = \Gamma$. Then, there exists a strongly continuous cocycle of unit-preserving completely positive maps $\gamma_{t,s}^\Gamma$ on $\mathcal{A}_\Gamma$ such that for all $0 \leq s \leq t$, and any increasing exhausting sequence of finite subsets $\Lambda_n \subset \Gamma$, we have

$$
\lim_{n \to \infty} \|\gamma_{t,s}^\Lambda_n(A) - \gamma_{t,s}^\Gamma(A)\| = 0,
$$

for all $A \in \mathcal{A}_\Gamma$.

### 3. Finite volume dynamics

Let $\mathcal{L}(t), t \geq 0$, denote a family of operators on a $C^*$-algebra $\mathcal{A}$ satisfying the assumptions of Theorem 1 and for $0 \leq s \leq t$ consider the maps $\mathcal{A} \ni A \mapsto \gamma_{t,s}(A)$ defined by the solutions of (2.5) with initial condition $A$ at $t = s$. Without loss of generality we can assume $s = 0$ in the proof of the theorem because, if we denote $\tilde{\mathcal{L}}(t) = \mathcal{L}(t + s)$, then $\gamma_{t,s} = \tilde{\gamma}_{t-s,0}$, where $\tilde{\gamma}_{t,0}$ is the maps determined by the generators $\tilde{\mathcal{L}}(t)$.

The maps $\gamma_{t,s}$ satisfy the equation

$$
\gamma_{t,s} = \text{id} + \int_s^t \mathcal{L}(\tau)\gamma_{\tau,s}d\tau.
$$

In our proof of the complete positivity of $\gamma_{t,0}$ we will an expression for $\gamma_{t,0}$ as the limit of an Euler product, i.e., approximations $T_n(t)$ defined by

$$
T_n(t) = \prod_{k=n}^{1} \left( \text{id} + \frac{t}{n} \frac{\mathcal{L}(kt/n)}{n} \right).
$$

The product is taken in the order so that the factor with $k = 1$ is on the right.
Lemma 1. Let $\mathcal{L}(t)$, $t \geq 0$, denote a family of operators on a $C^*$-algebra $A$ satisfying the assumptions of Theorem 1. Then, uniformly for all $t \in [0,T]$, 
\[
\lim_{n \to \infty} \|T_n(t) - \gamma_{t,0}\| = 0,
\]
where $T_n(t)$ is defined by (3.2).

Proof. From the cocycle property established in Section 2, we have
\[
\gamma_{t,0} = \frac{1}{n} \prod_{k=1}^{n} \gamma_{t, t \frac{k-1}{n}}.
\]
Now, consider the difference
\[
T_n(t) - \gamma_{t,0} = \frac{1}{n} \prod_{k=1}^{n} \left( \text{id} + \frac{t}{n} \mathcal{L}(t \frac{k-1}{n}) \right) - \frac{1}{n} \prod_{k=1}^{n} \gamma_{t, t \frac{k-1}{n}}
\]
\[
= \sum_{j=1}^{n} \left[ \prod_{k=1}^{j-1} \left( \text{id} + \frac{t}{n} \mathcal{L}(t \frac{k-1}{n}) \right) \right] \left[ \left( \text{id} + \frac{t}{n} \mathcal{L}(t \frac{j-1}{n}) \right) - \gamma_{t, t \frac{j-1}{n}} \right] \gamma_{t, t \frac{j-1}{n},0}.
\]
To estimate the norm of this difference we look at each factor separately.

Using the boundedness of $\mathcal{L}(t)$ and the fact that $M_t$, defined in (2.4), is increasing in $t$, the norm of the first factor is bounded from above by
\[
\| \prod_{k=1}^{j-1} \left( \text{id} + \frac{t}{n} \mathcal{L}(t \frac{k-1}{n}) \right) \| \leq \prod_{k=1}^{j-1} (1 + \frac{t}{n} \|\mathcal{L}(t \frac{k-1}{n})\|) \leq \left(1 + \frac{t}{n} M_t \right)^n.
\]

To bound the second factor notice that from (3.1) we obtain
\[
\|\gamma_{t,s}\| \leq 1 + \int_{s}^{t} \|\mathcal{L}(\tau)\| \|\gamma_{t,s}\| d\tau.
\]
Then by Gronwall inequality [13, Theorem 2.25] we have the following bound for the norm of the $\gamma_{t,s}$:
\[
\|\gamma_{t,s}\| \leq e^{\int_{s}^{t} \|\mathcal{L}(\tau)\| d\tau} \leq e^{M_t(t-s)}.
\]
Using again (3.1) we can rewrite the second factor as follows:
\[
\left( \text{id} + \frac{t}{n} \mathcal{L}(t \frac{j-1}{n}) \right) - \gamma_{t, t \frac{j-1}{n}} = \frac{t}{n} \mathcal{L}(t \frac{j-1}{n}) - \gamma_{t, t \frac{j-1}{n}} - \text{id}
\]
\[
= \int_{t \frac{j-1}{n}}^{t \frac{j}{n}} \left( \mathcal{L}(t \frac{j-1}{n}) - \mathcal{L}(s) \gamma_{s, t \frac{j-1}{n}} \right) ds
\]
\[
= \int_{t \frac{j-1}{n}}^{t \frac{j}{n}} \left[ \left( \mathcal{L}(t \frac{j-1}{n}) - \mathcal{L}(s) \right) - \mathcal{L}(s) (\gamma_{s, t \frac{j-1}{n}} - \text{id}) \right] ds
\]
\[
= \int_{t \frac{j-1}{n}}^{t \frac{j}{n}} \left( \mathcal{L}(t \frac{j-1}{n}) - \mathcal{L}(s) \right) ds - \int_{t \frac{j-1}{n}}^{t \frac{j}{n}} \mathcal{L}(s) \gamma_{\tau, t \frac{j-1}{n}} d\tau ds.
\]
Therefore, the second factor is bounded from above by
\[
\| (id + \frac{t}{n} \mathcal{L}(t^j \frac{j-1}{n}) \| - \gamma \frac{t}{n} \| \leq \frac{t}{n} \epsilon_n + M_t^2 \int_{t \frac{j-1}{n}}^{t \frac{j}{n}} \int_{t \frac{j-1}{n}}^{s} e^{(\tau - t \frac{j-1}{n}) M_t} d\tau ds
\]
\[
\leq \frac{t}{n} \epsilon_n + M_t^2 e^{\frac{t}{n} \frac{j}{n} M_t} \int_{t \frac{j-1}{n}}^{t \frac{j}{n}} (s - t \frac{j-1}{n}) ds
\]
\[
= \frac{t}{n} \left( \epsilon_n + M_t^2 e^{\frac{t}{n} \frac{j}{n} M_t} \frac{t}{2n} \right),
\]
where \( \epsilon_n \to 0 \) as \( t/n \to 0 \) due to the uniform continuity of \( \mathcal{L}(t) \) on the interval \( [0, t] \).

The third factor can be estimated in a similar way:
\[
\| \gamma_{t \frac{j-1}{n}, 0} \| = \prod_{k=j-1}^{1} \| \gamma_{t \frac{k}{n}, t \frac{k-1}{n}} \| = \prod_{k=j-1}^{1} \| 1 + \frac{t}{n} \mathcal{L}(s_k(t/n)) \|
\]
\[
\leq \prod_{k=j-1}^{1} \left( 1 + \frac{t}{n} \| \mathcal{L}(s_k(t/n)) \| \right)
\]
\[
\leq (1 + \frac{t}{n} M_t)^n.
\]

Therefore, combining all these estimates we obtain
\[
\| T_n(t) - \gamma \| \leq n \left( 1 + \frac{t}{n} M_t \right)^n \left( \frac{t}{n} \left( \epsilon_n + M_t^2 e^{\frac{t}{n} \frac{j}{n} M_t} \frac{t}{2n} \right) \right) (1 + \frac{t}{n} M_t)^n
\]
\[
\leq t e^{2t M_t} \left( \epsilon_n + M_t^2 e^{\frac{t}{n} \frac{j}{n} M_t} \frac{t}{2n} \right).
\]
This bound vanishes as \( n \to \infty \). \( \square \)

To prove Theorem 1 we use the Euler-type approximation established in Lemma 1. We show that the action of \( T_n \) on a positive operator gives a sequence of bounded from below operators such that the negative bounds vanish as \( n \) goes to \( \infty \).

**Proof of Theorem 1:** First, we look at the each term in the Euler approximation \( T_n \) separately. For any \( t \) and \( s \) the complete dissipativity property (iii) of \( \mathcal{L}(s) \), assumed in the statement of the theorem, implies
\[
0 \leq (id + t \mathcal{L}(s))(A^*)(id + t \mathcal{L}(s))(A) = (A^* + t \mathcal{L}(s)(A^*))(A + t \mathcal{L}(s)(A))
\]
\[
= A^* A + t A^* \mathcal{L}(s)(A) + t \mathcal{L}(s)(A^*) A + t^2 \mathcal{L}(s)(A^*) \mathcal{L}(s)(A)
\]
\[
\leq A^* A + t \mathcal{L}(s)(A^*) A + t^2 \mathcal{L}(s)(A^*) \mathcal{L}(s)(A).
\]
Since \( (\mathcal{L}(s)(A))^*(\mathcal{L}(s)(A)) \leq \| \mathcal{L}(s) \|^2 \| A \| \), one gets
\[
0 \leq (id + t \mathcal{L}(s))(A^*) A + t^2 \| \mathcal{L}(s) \|^2 \| A \|^2
\]
\[
\leq (id + t \mathcal{L}(s))(A^*) A + t^2 M_t^2 \| A \|^2.
\]

Let us apply the above inequality to the operator \( B \), where \( B^* B := \| A \|^2 - A^* A \).
Note that \( \| B^* B \| \leq \| A \|^2 \), so \( \| B \| \leq \| A \| \).
\[
0 \leq (id + t \mathcal{L}(s))(A^*) A + t^2 M_t^2 \| A \|^2
\]
\[
= \| A \|^2 - (id + t \mathcal{L}(s))(A^*) A + t^2 M_t^2 \| A \|^2.
\]
From the (3.3) and (3.5) we obtain

\[ -t^2M_s^2\|A\|^2 \leq (\text{id} + t\mathcal{L}(s))(A^*A) \leq (1 + t^2M_s^2)\|A\|^2 \]

and therefore:

\[ -(1 + t^2M_s^2)\|A\|^2 \leq (\text{id} + t\mathcal{L}(s))(A^*A) \leq (1 + t^2M_s^2)\|A\|^2. \]

So we get

\[ \|(\text{id} + t\mathcal{L}(s))(A^*A)\| \leq (1 + t^2M_s^2)\|A\|^2. \]

Now, in order to bound the approximation \( T_n \) we first derive the following auxiliary estimate. For any fixed \( n \geq 1 \) we have:

\[ \prod_{k=n}^1 (\text{id} + s\mathcal{L}(ks))(A^*A) \geq -s^2\|A\|^2M_n^2(1 + \frac{1}{n-1})^{n-1}\sum_{k=0}^{n-1} D(s)^k, \]

where the value of \( s \) is chosen to be such that

\[ D(s) := 1 + s^2M_n^2 < (1 + \frac{1}{n-1})^{n-1}/(1 + \frac{1}{n-2})^{n-2}, \]

with the convention that \((1 + \frac{1}{n-1})^{n-1} = 1\), for \( n = 1 \).

We prove this claim by induction. The statement holds for \( n = 1 \) by (3.5). Now, assume that (3.9) holds for \( n - 1 \). Then

\[ \prod_{k=n-1}^1 (\text{id} + s\mathcal{L}(ks))(A^*A) + s^2\|A\|^2M_{(n-1)s}^2(1 + \frac{1}{n-2})^{n-2}\sum_{k=0}^{n-2} D(s)^k \geq 0. \]

Since the left-hand side is a positive operator, we can write it as \( B^*B \). Then,

\[ \prod_{k=n}^1 (\text{id} + s\mathcal{L}(ks))(A^*A) = (\text{id} + s\mathcal{L}(ns))(B^*B) \]

\[ -s^2\|A\|^2M_{(n-1)s}^2(1 + \frac{1}{n-2})^{n-2}\sum_{k=0}^{n-2} D(s)^k \]

\[ \geq -s^2M_n^2\|B^*B\| - s^2\|A\|^2M_n^2(1 + \frac{1}{n-2})^{n-2}\sum_{k=0}^{n-2} D(s)^k. \]

Here, we used (3.5) and the fact that \( M_t \) is monotone increasing. This gives the following upper bound for \( \|B^*B\|\):

\[ \|B^*B\| \leq \prod_{k=n-1}^1 \|(\text{id} + s\mathcal{L}(ks))(A^*A)\| + s^2\|A\|^2M_{(n-1)s}^2(1 + \frac{1}{n-2})^{n-2}\sum_{k=0}^{n-2} D(s)^k \]

\[ \leq \prod_{k=n-1}^1 (1 + s^2M_k^2)\|A\|^2 + s^2\|A\|^2M_n^2(1 + \frac{1}{n-2})^{n-2}\sum_{k=0}^{n-2} D(s)^k \]

\[ \leq \prod_{k=n-1}^1 (1 + s^2M_n^2)\|A\|^2 + s^2\|A\|^2M_n^2(1 + \frac{1}{n-2})^{n-2}\sum_{k=0}^{n-2} D(s)^k \]

\[ = \|A\|^2D(s)^{n-1} + s^2\|A\|^2M_n^2(1 + \frac{1}{n-2})^{n-2}\sum_{k=0}^{n-2} D(s)^k. \]
Therefore we obtain

\[
\prod_{k=n-1}^{1} (1 + sL(ks))(A^*A)
\geq -s^2M_{ns}^2\|A\|^2D(s)^{n-1} - s^2M_{ns}^2(s^2M_{ns}^2 + 1)(1 + \frac{1}{n-2})^{n-2}\|A\|^2\sum_{k=0}^{n-2} D(s)^k
\geq -s^2M_{ns}^2(1 + \frac{1}{n-1})^{n-1}D(s)^{n-1} - s^2M_{ns}^2(1 + \frac{1}{n-1})^{n-1}\|A\|^2\sum_{k=0}^{n-2} D(s)^k
\geq -s^2M_{ns}^2(1 + \frac{1}{n-1})^{n-1}\|A\|^2\sum_{k=0}^{n-1} D(s)^k ,
\]

where to pass to the second inequality we use our assumption on \(s\) (3.10). This completes the proof of the bound (3.9).

To finish the proof of the theorem we use Lemma 1 to approximate the propagator and put \(s = \frac{t}{n}\) in the bound (3.9), which yields

\[
(3.11) \quad \prod_{k=n}^{1} (1 + \frac{t}{n}L(kt))(A^*A) \geq -\frac{t^2}{n^2}\|A\|^2M_t^2(1 + \frac{1}{n-1})^{n-1}\sum_{k=0}^{n-1} D(\frac{t}{n})^k .
\]

Since \(D(\frac{t}{n})^n = (1 + \frac{t^2}{n^2}M_t^2)^n \to 1\) as \(n \to \infty\), we get the estimate \(D(\frac{t}{n})^k \leq 2\) for \(1 \leq k \leq n\). The right hand side of (3.11) is bounded from below by \(-\frac{t^2}{n^2}\|A\|^2eM_t^22n\), which vanishes in the limit \(n \to \infty\).

To show the complete positivity of \(\gamma_{\tau,0}\) note that any generator \(L_\Lambda(t)\) satisfying the assumptions of the theorem can be considered as the generator for a dynamics on \(A \otimes B(\mathbb{C}^n)\), for any \(n \geq 1\), which satisfies the same properties, and which generates \(\gamma_{\tau,0} \otimes \text{id}\) acting on \(A \otimes B(\mathbb{C}^n)\). By the arguments given above, these maps are positive for all \(n\). Hence, the \(\gamma_{\tau,0}\) are completely positive. 

□

4. Lieb-Robinson bound

Our derivation of the Lieb-Robinson bounds for \(\gamma_{\tau,s}^A\) is based on a generalization of the strategy [17] for reversible dynamics, and on [24] for irreversible dynamics with time-independent generators. This allows us to cover the case of irreversible dynamics with time-dependent generators.

Proof of Theorem 2: Consider the function \(f : [s, \infty) \to A\) defined by

\[
f(t) = K_{\gamma_{\tau,s}^A}(B),
\]

where \(K \in \mathcal{B}_X\) and \(B \in \mathcal{A}_Y\), as in the statement of the theorem. For \(X \subset \Lambda\), let \(X^c = \Lambda \setminus X\) and define \(L_{X^c}\) and \(\hat{L}_X\) by

\[
L_{X^c}(t) = \sum_{Z, Z \cap X = \emptyset} L_Z(t)
\]

\[
\hat{L}_X(t) = L_X(t) - L_{X^c}(t).
\]

Therefore we obtain

\[
\prod_{k=n-1}^{1} (1 + sL(ks))(A^*A)
\geq -s^2M_{ns}^2\|A\|^2D(s)^{n-1} - s^2M_{ns}^2(s^2M_{ns}^2 + 1)(1 + \frac{1}{n-2})^{n-2}\|A\|^2\sum_{k=0}^{n-2} D(s)^k
\geq -s^2M_{ns}^2(1 + \frac{1}{n-1})^{n-1}D(s)^{n-1} - s^2M_{ns}^2(1 + \frac{1}{n-1})^{n-1}\|A\|^2\sum_{k=0}^{n-2} D(s)^k
\geq -s^2M_{ns}^2(1 + \frac{1}{n-1})^{n-1}\|A\|^2\sum_{k=0}^{n-1} D(s)^k ,
\]

where to pass to the second inequality we use our assumption on \(s\) (3.10). This completes the proof of the bound (3.9).

To finish the proof of the theorem we use Lemma 1 to approximate the propagator and put \(s = \frac{t}{n}\) in the bound (3.9), which yields

\[
(3.11) \quad \prod_{k=n}^{1} (1 + \frac{t}{n}L(kt))(A^*A) \geq -\frac{t^2}{n^2}\|A\|^2M_t^2(1 + \frac{1}{n-1})^{n-1}\sum_{k=0}^{n-1} D(\frac{t}{n})^k .
\]

Since \(D(\frac{t}{n})^n = (1 + \frac{t^2}{n^2}M_t^2)^n \to 1\) as \(n \to \infty\), we get the estimate \(D(\frac{t}{n})^k \leq 2\) for \(1 \leq k \leq n\). The right hand side of (3.11) is bounded from below by \(-\frac{t^2}{n^2}\|A\|^2eM_t^22n\), which vanishes in the limit \(n \to \infty\).

To show the complete positivity of \(\gamma_{\tau,0}\) note that any generator \(L_\Lambda(t)\) satisfying the assumptions of the theorem can be considered as the generator for a dynamics on \(A \otimes B(\mathbb{C}^n)\), for any \(n \geq 1\), which satisfies the same properties, and which generates \(\gamma_{\tau,0} \otimes \text{id}\) acting on \(A \otimes B(\mathbb{C}^n)\). By the arguments given above, these maps are positive for all \(n\). Hence, the \(\gamma_{\tau,0}\) are completely positive. 

□

4. Lieb-Robinson bound

Our derivation of the Lieb-Robinson bounds for \(\gamma_{\tau,s}^A\) is based on a generalization of the strategy [17] for reversible dynamics, and on [24] for irreversible dynamics with time-independent generators. This allows us to cover the case of irreversible dynamics with time-dependent generators.

Proof of Theorem 2: Consider the function \(f : [s, \infty) \to A\) defined by

\[
f(t) = K_{\gamma_{\tau,s}^A}(B),
\]

where \(K \in \mathcal{B}_X\) and \(B \in \mathcal{A}_Y\), as in the statement of the theorem. For \(X \subset \Lambda\), let \(X^c = \Lambda \setminus X\) and define \(L_{X^c}\) and \(\hat{L}_X\) by

\[
L_{X^c}(t) = \sum_{Z, Z \cap X = \emptyset} L_Z(t)
\]

\[
\hat{L}_X(t) = L_X(t) - L_{X^c}(t).
\]
Clearly, $[\mathcal{K}, \mathcal{L}_{X^c}(t)] = 0$. Using this property, we easily derive the following expression for the derivative of $f$:

$$f'(t) = \mathcal{K}\mathcal{L}(t)\gamma_{t,s}^\Lambda(B)$$

$$= \mathcal{L}_{X^c}(t)\mathcal{K}\gamma_{t,s}^\Lambda(B) + \mathcal{K}\mathcal{L}_{X}(t)\gamma_{t,s}^\Lambda(B)$$

$$= \mathcal{L}_{X^c}(t)f(t) + \mathcal{K}\mathcal{L}_{X}(t)\gamma_{t,s}^\Lambda(B),$$

Let $\gamma_{t,s}^{X^c}$ be the cocycle generated by $\mathcal{L}_{X^c}(t)$. Then, using the expression for $f'(t)$ we find

$$f(t) = \gamma_{t,s}^{X^c} f(s) + \int_s^t \gamma_{t,r}^{X^c} \mathcal{K}\mathcal{L}_X(r)\gamma_{r,s}^\Lambda(B)dr.$$ 

Since $\gamma_{t,s}^{X^c}$ is norm-contracting and $\|\mathcal{K}\|_{cb}$ is an upper bound for the $\|\mathcal{K}\|$ regarded as an operator on $\mathcal{A}_\Lambda$, for all $\Lambda$, we obtain

(4.1) $$\|f(t)\| \leq \|f(s)\| + \|\mathcal{K}\|_{cb} \int_s^t \|\mathcal{L}_X(r)\gamma_{r,s}^\Lambda(B)\|dr.$$ 

Let us define the quantity

$$C_B(X, t) := \sup_{T \in \mathcal{L}_X} \frac{\|T\gamma_{t,s}^\Lambda(B)\|}{\|T\|_{cb}}.$$ 

Note that we use the norm $\|\|_{cb}$, because, in contrast to the usual operator norm, it is independent of $\Lambda$. Then, we have the following obvious estimate:

$$C_B(X, s) \leq \|B\|\delta_Y(X),$$

where $\delta_Y(X) = 0$ if $X \cap Y = \emptyset$ and $\delta_Y(X) = 1$ otherwise. From the definition of the space $B_X$ we get that $T(B) = 0$, when $T \in B_X$, since $B$ has a support in $Y$ and $Y \cap X = \emptyset$.

Therefore (4.1) implies that

$$C_B(X, t) \leq C_B(X, s) + \sum_{Z: X \neq \emptyset} \int_s^t \|\mathcal{L}_Z(s)\|C_B(Z, s)ds.$$ 

Iterating this inequality we find the estimate:

$$C_B(X, t) \leq \|B\| \sum_{n=0}^\infty (t-s)^n \frac{a_n}{n!},$$

where:

$$a_n \leq \|\Psi\|_{l,\mu}^n C_\mu^{-1} \sum_{x \in X} \sum_{y \in Y} F_\mu(d(x, y)),$$

for $n \geq 1$ and $a_0 = 1$, (recall that $C_\mu$ is a constant, that appears in a definition of $F_\mu$). The following bound immediately follows from this estimate:

$$\|K\gamma_{t,s}^\Lambda(B)\| \leq \|\mathcal{K}\|_{cb} \|B\| \|\Psi\|_{l,\mu} C_\mu(t-s) \sum_{x \in X} \sum_{y \in Y} F_\mu(d(x, y)).$$

Using definition of $F_\mu$, we can rewrite this bound as

$$\|K\gamma_{t,s}^\Lambda(B)\| \leq \frac{\|\mathcal{K}\|_{cb} \|B\|}{C_\mu} \|F\| \min(|X|, |Y|) e^{-\mu(d(X, Y)) - \|\Psi\|_{l,\mu} C_\mu(t-s)}}.$$
So the Lieb-Robinson velocity of the propagation for every $t \in \mathbb{R}$ is

$$v_{t,\mu} := \frac{\|\Psi_ t,\mu\| C_\mu}{\mu}.\]

□

Note that the bound above depends only on the smallest of the supports of the two observables. Therefore, in a situation where it makes sense to consider the limit of infinite systems, one can get a non-trivial bound when one of the observables has finite support but the support of the other is of infinite size (e.g., say half the system).

We would also like to point out that with the argument given in \[21\], size of the support $|X|$, can be replaced by a suitable measure of the surface area of the support, which gives a better estimate for observables with large supports.

5. Existence of the thermodynamic limit

Our proof of existence of the thermodynamic limit mimics the method given in the paper \[17\].

Proof of Theorem 3: Denote $\mathcal{L}_n = \mathcal{L}_{\Lambda_n}$ and $\gamma_{t,s}^{\Lambda_n} = \gamma_{t,s}^{(n)}$. Let $n > m$, then $\Lambda_m \subset \Lambda_n$ since we have the exhausting sequence of subsets in $\Gamma$. We will prove that for every observable $A \in \mathcal{A}_X$ the sequence $(\gamma_{t,s}^{n}(A))$ is a Cauchy sequence. In order to do that for any local observable $A \in \mathcal{A}_X$ we consider the function

$$f(t) := \gamma_{t,s}^{(n)}(A) - \gamma_{t,s}^{(m)}(A).$$

Calculating the derivative, we obtain

$$f'(t) = \mathcal{L}_n \gamma_{t,s}^{(n)}(A) - \mathcal{L}_m \gamma_{t,s}^{(m)}(A)$$

$$= \mathcal{L}_n(t)(\gamma_{t,s}^{(n)}(A) - \gamma_{t,s}^{(m)}(A)) + (\mathcal{L}_n(t) - \mathcal{L}_m(t)) \gamma_{t,s}^{(m)}(A)$$

$$= \mathcal{L}_n(t)f(t) + (\mathcal{L}_n(t) - \mathcal{L}_m(t)) \gamma_{t,s}^{(m)}(A).$$

The solution to this differential equation is

$$f(t) = \int_s^t \gamma_{t,r}^{(n)}(\mathcal{L}_n(r) - \mathcal{L}_m(r)) \gamma_{r,s}^{(m)} Adr.$$

Since $\gamma_{t,r}$ is norm-contracting, from this formula we get the estimate:

$$\|f(t)\| \leq \int_s^t \|\mathcal{L}_n(r) - \mathcal{L}_m(r)\| \gamma_{r,s}^{(m)}(A)\|dr$$

$$\leq \sum_{z \in \Lambda_n \setminus \Lambda_m} \sum_{Z \ni z} \int_s^t \|\Psi_Z(r)\|\gamma_{r,s}^{(m)}(A)\|dr.$$
Using the Lieb-Robinson bound and the exponential decay condition (2.3), which we assumed holds uniformly in $\Lambda$, we find that

$$
\|f(t)\| \leq \frac{\|A\|}{C_{\mu}} \int_s^t e^{\mu v \cdot \rho} \sum_{r \in \Lambda_n \setminus \Lambda_m} \sum_{y \in \Gamma} \sum_{x \in X} \sum_{y \in \Gamma} \|\Psi_Z(r)\| \sum_{x \in X} F_\mu(d(x, y)) dr
\leq \frac{\|A\|}{C_{\mu}} \int_s^t e^{\mu v \cdot \rho} \sum_{r \in \Lambda_n \setminus \Lambda_m} \sum_{x \in X} \sum_{y \in \Gamma} \sum_{z \in \Gamma} \sum_{x \in X} \sum_{y \in \Gamma} \|\Psi_Z(r)\| \sum_{x \in X} F_\mu(d(x, y)) F_\mu(d(y, z)) dr
\leq \frac{\|A\|}{C_{\mu}} \frac{\|\Psi\|_{t, \mu}}{\bar{C}(\mu)} \int_s^t e^{\mu v \cdot \rho} \sum_{r \in \Lambda_n \setminus \Lambda_m} \sum_{x \in X} \sum_{y \in \Gamma} \sum_{z \in \Gamma} \sum_{x \in X} \sum_{y \in \Gamma} \|\Psi_Z(r)\| \sum_{x \in X} F_\mu(d(x, z)) dr
\leq \frac{\|A\|}{C_{\mu}} \frac{\|\Psi\|_{t, \mu}}{\bar{C}(\mu)} \int_s^t e^{\mu v \cdot \rho} \sum_{r \in \Lambda_n \setminus \Lambda_m} \sum_{x \in X} \sum_{y \in \Gamma} \sum_{z \in \Gamma} \sum_{x \in X} \sum_{y \in \Gamma} \|\Psi_Z(r)\| \sum_{x \in X} F_\mu(d(x, z)) dr
$$

Since $F_\mu$ is exponentially decaying when the distance $d(x, z)$ is increasing, we note that for $n, m \to \infty$, the last sum is goes to zero. Thus

$$
\|\gamma_{t, s}^{(n)} - \gamma_{t, s}^{(m)}(A)\| \to 0, \text{ as } n, m \to \infty.
$$

Therefore the sequence $\{\gamma_{t, s}^{(n)}(A)\}_{n=0}^\infty$ is Cauchy and hence convergent. Denote the limit, and its extension to $A_\Gamma$, as $\gamma_{t, s}^\Gamma$. To show that $\gamma_{t, s}^\Gamma$ is strongly continuous we notice that for $0 \leq s \leq t, r \leq T$, and any $A \in A_{\Lambda_n}^{loc}$, we have

$$
\|\gamma_{t, s}^\Gamma(A) - \gamma_{r, s}^\Gamma(A)\| \leq \|\gamma_{t, s}^\Gamma(A) - \gamma_{t, s}^{(n)}(A)\| + \|\gamma_{t, s}^{(n)}(A) - \gamma_{r, s}^{(n)}(A)\| + \|\gamma_{r, s}^{(n)}(A) - \gamma_{r, s}^\Gamma(A)\|,
$$

for any $n \in \mathbb{N}$ such that $A \in A_{\Lambda_n}$. The strong continuity then follows from the strong convergence of $\gamma_{t, s}^{(n)}$ to $\gamma_{t, s}^\Gamma$, uniformly in $s \leq t \in [0, T]$, and the strong continuity of $\gamma_{t, s}^{(n)}$ in $t$. The continuity of the extension of $\gamma_{t, s}^\Gamma$ to all of $A \in A_\Gamma$ follows by the standard density argument. The argument for continuity in the second variable, $s$, is similar.
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