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Abstract. These notes give a mathematical introduction to two seemingly unrelated topics: (i) quantum spin systems and their cycle and loop representations, due to Tóth and Aizenman-Nachtergaele; (ii) coagulation-fragmentation stochastic processes. These topics are nonetheless related, as we argue that the lengths of cycles and loops effectively perform a coagulation-fragmentation process. This suggests that their joint distribution is Poisson-Dirichlet. These ideas are far from being proved, but they are backed by several rigorous results, notably of Dyson-Lieb-Simon and Schramm.
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1. Introduction

We review cycle and loop models that arise from quantum Heisenberg spin systems. The loops and cycles are geometric objects defined on graphs. The main goal is to understand properties such as their length in large graphs.

The cycle model was introduced by Tóth as a probabilistic representation of the Heisenberg ferromagnet [48], while the loop model is due to Aizenman and Nachtergaele and is related to the Heisenberg antiferromagnet [1]. Both models are built on the random stirring process of Harris [29] and have an additional geometric weight of the form $\vartheta \#\text{cycles}$ or $\vartheta \#\text{loops}$ with parameter $\vartheta = 2$. Recently, Schramm studied the cycle model on the complete graph and with $\vartheta = 1$ (that is, without this factor) [45]. He showed in particular that cycle lengths are generated by a split-merge process (or “coagulation-fragmentation” process), and that the cycle lengths have Poisson-Dirichlet distribution with parameter 1.

The graphs of physical relevance are regular lattices such as $\mathbb{Z}^d$ (or large finite boxes in $\mathbb{Z}^d$), and the factor $2\#\text{objects}$ needs to be present. What should we expect in this case? A few hints come from the models of spatial random permutations, which also involve one-dimensional objects living in higher dimensional spaces. The average length of the longest cycle in lattice permutations was computed numerically in [26]. In retrospect, this suggests that the cycle lengths have the Poisson-Dirichlet distribution. In the “annealed” model where positions are averaged, this was proved in [9]; the mechanisms at work there (i.e., Bose-Einstein condensation and non-spatial random permutations with Ewens distribution), however, seem very specific.

We study the cycle and loop models in $\mathbb{Z}^d$ with the help of a stochastic process whose invariant measure is identical to the original measure with weight $\vartheta \#\text{cycles}$ or $\vartheta \#\text{loops}$, and which leads to an effective split-merge process for the cycle (or loop)
lengths. The rates at which the splits and the merges take place depend on $\vartheta$. This allows us to identify the invariant measure, which turns out to be Poisson-Dirichlet with parameter $\vartheta$. While we cannot make these ideas mathematically rigorous, they are compatible with existing results.

As mentioned above, cycle and loop models are closely related to Heisenberg models. In particular, the cycle and loop geometry is reflected in some important quantum observables. These observables have been the focus of intense study by mathematical and condensed matter physicists, who have used imagination and clever observations to obtain remarkable results in the last few decades. Most relevant to us is the theorem of Mermin and Wagner about the absence of magnetic order in one and two dimensions [38], and the theorem of Dyson, Lieb, and Simon, about the existence of magnetic order in the antiferromagnetic model in dimensions 3 and more [17]. We review these results and explain their implications for cycle and loop models.

Many a mathematician is disoriented when wandering in the realm of quantum spin systems. The landscape of $2 \times 2$ matrices and finite-dimensional Hilbert spaces looks safe and easy. Yet, the proofs of many innocent statements are elusive, and one feels quickly lost. It has seemed to us a useful task to provide a detailed introduction to the Heisenberg models in both their quantum and statistical mechanical aspects. We require various concepts from stochastic process theory, and will need to describe carefully the split-merge mechanisms and the Poisson-Dirichlet distribution. The last two are little known outside of probability and are not readily accessible to mathematical physicists and analysts, since the language and the perspective of those domains are quite different (see e.g. the dictionary of [21], p. 314, between analysts’ language and probabilists’ “dialect”). In these notes, we have attempted to introduce these different notions in a self-contained fashion.

1.1. Guide to notation. The following objects play a central rôle.

- $\Lambda = (V, E)$ A finite graph with undirected edges.
- $S^{(i)}, \vec{S}_x$ Spin operators (§2.2).
- $\langle \cdot \rangle_{\Lambda, \beta, h}$ Gibbs state (§2.4).
- $Z_\Lambda, F_\Lambda$ Partition function and free energy (§2.4).
- $\rho_{\Lambda, \beta}(d\omega)$ Probability measure for Poisson point processes on $[0, \beta)$ attached to each edge of $\Lambda$ (defined in §3.1).
- $C(\omega), L(\omega)$ Cycle and loop configurations constructed from edges in $\omega$ (§3.1).
- $\gamma$ Cycle in $C(\omega)$ or loop in $L(\omega)$.
- $\vartheta > 0$ Geometric weight involving the number of cycles and loops.
- $\Lambda_n = (V_n, E_n)$ Box $\{1, \ldots, n\}^d$ in $\mathbb{Z}^d$ with nearest-neighbor edges (§4.1).
- $m^{*}_{\text{th}}, m^{*}_{\text{res}}, m^{*}_{\text{sp}}$ Various definitions of the magnetization (§4.2).
- $\sigma(\beta)$ Antiferromagnetic long-range order (§4.3).
- $\eta_{\infty}, \eta_{\text{macro}}$ Fractions of vertices in infinite or macroscopic cycles/loops (§4.4).
- $\Delta_1$ Countable partitions of $[0, 1]$ with parts in decreasing order, i.e. $\{p_1 \geq p_2 \geq \ldots \geq 0 : \sum_i p_i = 1\}$.
- $\text{PD}_\theta$ Poisson-Dirichlet distribution with parameter $\theta$ on $\Delta_1$ (§7.2).
- $(X_t, t \geq 0)$ Stochastic process with invariant measure given by our cycle and loop models (§8.2).
2. Hilbert space, spin operators, Heisenberg Hamiltonian

We review the setting for quantum lattice spin systems described by Heisenberg models. Spin systems are relevant for the study of electronic properties of condensed matter. Atoms form a regular lattice and they host localized electrons, which are characterized only by their spin. Interactions are restricted to neighboring spins. One is interested in equilibrium properties of large systems. There are two closely related quantum Heisenberg models, which describe ferromagnets and antiferromagnets, respectively. The material is standard and the interested reader is encouraged to look in the references \[44, 46, 39, 19\] for further information.

2.1. Graphs and Hilbert space. Let \( \Lambda = (V, E) \) be a graph, where \( V \) is a finite set of vertices and \( E \) is the set of “edges”, i.e. unordered pairs in \( V \times V \). From a physical perspective, relevant graphs are regular graphs such as \( \mathbb{Z}^d \) (or a finite box in \( \mathbb{Z}^d \)) with nearest-neighbor edges, but it is mathematically advantageous to allow for more general graphs. We restrict ourselves to spin-\( \frac{1}{2} \) systems, mainly because the stochastic representations only work in this case.

To each site \( x \in V \) is associated a 2-dimensional Hilbert space \( H_x = \mathbb{C}^2 \). It is convenient to use Dirac’s “bra”, \( \langle \cdot | \), and “ket”, \( | \cdot \rangle \), notation, in which we identify \( | \frac{1}{2} \rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad | -\frac{1}{2} \rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \).

The notation \( \langle f | g \rangle \) means the inner product; we use the convention that it is linear in the second variable (and antilinear in the first). Occasionally, we also write \( \langle f | A | g \rangle \) for \( \langle f | Ag \rangle \). The Hilbert space of a quantum spin system on \( \Lambda \) is the tensor product

\[ H(V) = \bigotimes_{x \in \Lambda} H_x, \] (2.2)

which is the \( 2^{|V|} \) dimensional space spanned by elements of the form \( \bigotimes_{x \in V} f_x \) with \( f_x \in H_x \). The inner product between two such vectors is defined by

\[ \langle \bigotimes_{x \in V} f_x | \bigotimes_{x \in V} g_x \rangle_{H(V)} = \prod_{x \in \Lambda} \langle f_x | g_x \rangle_{H_x}. \] (2.3)

The inner product above extends by (anti)linearity to the other vectors, which are all linear combinations of vectors of the form \( \bigotimes_{x \in V} f_x \).

The basis (2.1) of \( \mathbb{C}^2 \) has a natural extension in \( H(V) \); namely, given \( s(V) = (s_x)_{x \in V} \) with \( s_x = \pm \frac{1}{2} \), let

\[ | s(V) \rangle = \bigotimes_{x \in \Lambda} | s_x \rangle. \] (2.4)

These elements are orthonormal, i.e.

\[ \langle s(V) | s(V) \rangle = \prod_{x \in V} \langle s_x | s_x \rangle = \prod_{x \in V} \delta_{s_x, \bar{s}_x}, \] (2.5)

where \( \delta \) is Kronecker’s symbol, \( \delta_{ab} = 1 \) if \( a = b \), 0 otherwise.
2.2. Spin operators. In the quantum world, physically relevant quantities are called *observables* and they are represented by self-adjoint operators. The operators for the observable properties of our spin-$\frac{1}{2}$ particles are called the Pauli matrices, defined by

$$S^{(1)} = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad S^{(2)} = \frac{1}{2} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad S^{(3)} = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{2.6}$$

We interpret $S^{(i)}$ as the spin component in the $i^{th}$ direction. The matrices are clearly Hermitian and satisfy the relations

$$[S^{(1)}, S^{(2)}] = iS^{(3)}, \quad [S^{(2)}, S^{(3)}] = iS^{(1)}, \quad [S^{(3)}, S^{(1)}] = iS^{(2)}. \tag{2.7}$$

These operators have natural extensions as spin operators in $\mathcal{H}^{(V)}$. Let $x \in V$, and write $\mathcal{H}^{(V)} = H_x \otimes \mathcal{H}^{V\setminus\{x\}}$. We define operators $S^{(i)}_x$ indexed by $x \in V$ by

$$S^{(i)}_x = S^{(i)} \otimes \text{Id}_{V\setminus\{x\}}. \tag{2.8}$$

The commutation relations (2.7) extend to the operators $S^{(i)}_x$, namely

$$[S^{(1)}_x, S^{(2)}_y] = i\delta_{xy}S^{(3)}_x, \tag{2.9}$$

and all other relations obtained by cyclic permutations of (123). Indeed, it is not hard to check that the matrix elements $(s^{(V)})_{\{\bar{s}^{(V)}\}}$ of both sides are identical for all $s^{(V)} \in \{-\frac{1}{2}, \frac{1}{2}\}^V$. It is customary to introduce the notation $S_x = (S^{(1)}_x, S^{(2)}_x, S^{(3)}_x)$, and

$$\vec{S}_x \cdot \vec{S}_y = S^{(1)}_x S^{(1)}_y + S^{(2)}_x S^{(2)}_y + S^{(3)}_x S^{(3)}_y. \tag{2.10}$$

Note that operators of the form $S^{(i)}_x S^{(j)}_y$, with $x \neq y$, act in $\mathcal{H}^{(V)} = H_x \otimes H_y \otimes \mathcal{H}^{V\setminus\{x,y\}}$ as follows

$$S^{(i)}_x S^{(j)}_y = S^{(i)} \otimes S^{(j)} \otimes \text{Id}_{V\setminus\{x,y\}}. \tag{2.11}$$

In the case $x = y$, and using $(S^{(i)}_x)^2 = \frac{1}{4} \text{Id}_V$, we get

$$\vec{S}^2_x = (S^{(1)}_x)^2 + (S^{(2)}_x)^2 + (S^{(3)}_x)^2 = \frac{3}{4} \text{Id}_V. \tag{2.12}$$

**Lemma 2.1.** Consider $\vec{S}_x \cdot \vec{S}_y$ in $H_x \otimes H_y$. It is self-adjoint, and its eigenvalues and eigenvectors are as follows:

- $-\frac{3}{4}$ is an eigenvalue with multiplicity 1; the eigenvector is $\frac{1}{\sqrt{2}} (|\frac{1}{2}, -\frac{1}{2}\rangle - | -\frac{1}{2}, \frac{1}{2}\rangle)$.  
- $\frac{1}{4}$ is an eigenvalue with multiplicity 3; three orthonormal eigenvectors are $|\frac{1}{2}, \frac{1}{2}\rangle$, $| -\frac{1}{2}, -\frac{1}{2}\rangle$, $\frac{1}{\sqrt{2}} (|\frac{1}{2}, -\frac{1}{2}\rangle + | -\frac{1}{2}, \frac{1}{2}\rangle)$.  

The eigenvector corresponding to $-\frac{3}{4}$ is called a “singlet state” by physicists, while the eigenvectors for $\frac{1}{4}$ are called “triplet states”.

**Proof.** We have for all $a, b = \pm \frac{1}{2}$,

$$S^{(1)}_x S^{(1)}_y (a, b) = \frac{1}{4} (-a, -b), \quad S^{(2)}_x S^{(2)}_y (a, b) = -ab - a, -b), \quad S^{(3)}_x S^{(3)}_y (a, b) = ab(a, b). \tag{2.13}$$

The lemma then follows from straightforward linear algebra.
2.3. Hamiltonians and magnetization. We can now introduce the Heisenberg Hamiltonians, which are self-adjoint operators in \( \mathcal{H}^{(V)} \).

\[
H_{\Lambda,h}^{\mathrm{ferto}} = - \sum_{\{x,y\} \in \mathcal{E}} \vec{S}_x \cdot \vec{S}_y - h \sum_{x \in V} S_x^{(3)},
\]

\[
H_{\Lambda,h}^{\mathrm{anti}} = + \sum_{\{x,y\} \in \mathcal{E}} \vec{S}_x \cdot \vec{S}_y - h \sum_{x \in V} S_x^{(3)}.
\]  \label{2.14}

Let us briefly discuss the physical motivation behind these operators. One is interested in describing a condensed matter system where atoms are arranged on a regular lattice. Each atom hosts exactly one relevant electron. Each electron stays on its atom and its spin is described by a vector in the Hilbert space \( \mathbb{C}^2 \). A system of two spins is described by a vector in \( \mathbb{C}^2 \otimes \mathbb{C}^2 \). The singlet and triplet states of Lemma 2.1 are invariant under rotation of the spins and they form a basis. In absence of external magnetic field, the energy operator should be diagonal with respect to these states, and there should be one eigenvalue for the singlet, and one other eigenvalue for the triplets. Up to constants, it should then be \( \pm \vec{S}_x \cdot \vec{S}_y \). It is natural to define the total energy as the sum of nearest-neighbor interactions. Taking into account the contribution of the external magnetic field, which can be justified along similar lines, we get the Hamiltonians of (2.14).

Next, let \( M_\Lambda \) be the operator that represents the magnetization in the 3rd direction.

\[
M_\Lambda^{(3)} = \sum_{x \in V} S_x^{(3)}.
\]  \label{2.15}

Lemma 2.2. The Hamiltonian and magnetization operators commute, i.e.,

\[
[H_{\Lambda,h}, M_\Lambda] = 0.
\]

Proof. This follows from the commutation relations (2.9). Namely, using the fact that \( S_x^{(1)} \) and \( S_x^{(3)} \) commute for \( x \neq y \),

\[
[H_{\Lambda,h}, M_\Lambda] = \sum_{\{x,y\} \in \mathcal{E}, x \neq y} \left[ \vec{S}_x \cdot \vec{S}_y, S_z^{(3)} \right]
\]

\[
= \sum_{\{x,y\} \in \mathcal{E}} \left( [S_x^{(1)} S_y^{(1)}, S_z^{(3)}] + [S_x^{(1)} S_y^{(1)}, S_z^{(3)}] + [S_x^{(2)} S_y^{(2)}, S_z^{(3)}] + [S_x^{(2)} S_y^{(2)}, S_z^{(3)}] \right).
\]  \label{2.16}

The first commutator is

\[
[S_x^{(1)} S_y^{(1)}, S_z^{(3)}] = [S_x^{(1)}, S_z^{(3)}] S_y^{(1)} = -iS_x^{(2)} S_y^{(1)},
\]  \label{2.17}

and the others are similar. We get

\[
[H_{\Lambda,h}, M_\Lambda] = i \sum_{\{x,y\} \in \mathcal{E}} \left( -S_x^{(2)} S_y^{(1)} - S_x^{(1)} S_y^{(2)} + S_x^{(1)} S_y^{(2)} + S_x^{(2)} S_y^{(1)} \right) = 0. \]  \label{2.18}

□

2.4. Gibbs states and free energy. The equilibrium states of quantum statistical mechanics are given by Gibbs states \( \langle \cdot \rangle_{\Lambda,\beta,h} \). These are nonnegative linear functionals on the space of operators in \( \mathcal{H}^{(V)} \) of the form

\[
\langle A \rangle_{\Lambda,\beta,h} = \frac{1}{Z_{\Lambda}(\beta,h)} \mathrm{Tr} A e^{-\beta H_{\Lambda,h}} ,
\]  \label{2.19}
where the normalization
\[ Z_\Lambda(\beta, h) = \text{Tr} \, e^{-\beta H_{\Lambda, h}} \]  
(2.20)
is called the partition function. Here, \( \text{Tr} \) denotes the usual matrix trace.

There are deep reasons why the Gibbs states describe equilibrium states but we will not dwell on them here. We now introduce the free energy \( F_\Lambda(\beta, h) \). Its physical motivation is that it provides a connection to thermodynamics. It is a kind of generating function and it is therefore mathematically useful. The definition of the free energy in our case is
\[ F_\Lambda(\beta, h) = -\frac{1}{\beta} \log Z_\Lambda(\beta, h). \]  
(2.21)

**Lemma 2.3.** The function \( \beta F_\Lambda(\beta, h) \) is concave in \((\beta, h)\).

**Proof.** We will rather check that \(-\beta F_\Lambda\) is convex, which is the case if the matrix
\[
\begin{pmatrix}
\frac{\partial^2 \beta F_\Lambda}{\partial \beta^2} & \frac{\partial^2 \beta F_\Lambda}{\partial \beta \partial h} \\
\frac{\partial^2 \beta F_\Lambda}{\partial h^2} & \frac{\partial^2 \beta F_\Lambda}{\partial h^2}
\end{pmatrix}
\]
is positive definite. Let us write \( \langle \cdot \rangle \) instead of \( \langle \cdot \rangle_{\Lambda, \beta, h} \). We have
\[
\frac{\partial^2}{\partial \beta^2} \beta F_\Lambda(\beta, h) = -\langle (H_{\Lambda, 0} - (H_{\Lambda, 0}))^2 \rangle,
\]
\[
\frac{\partial^2}{\partial (\beta h)^2} \beta F_\Lambda(\beta, h) = -\langle (M_{\Lambda} - (M_{\Lambda}))^2 \rangle, \tag{2.22}
\]
\[
\frac{\partial^2}{\partial \beta \partial (\beta h)} \beta F_\Lambda(\beta, h) = \langle (H_{\Lambda, 0} - (H_{\Lambda, 0}))(M_{\Lambda} - (M_{\Lambda})) \rangle.
\]

Then \( F_\Lambda \) is convex if
\[
\langle (H_{\Lambda, 0} - (H_{\Lambda, 0}))(M_{\Lambda} - (M_{\Lambda})) \rangle^2 \leq \langle (H_{\Lambda, 0} - (H_{\Lambda, 0}))^2 \rangle \langle (M_{\Lambda} - (M_{\Lambda}))^2 \rangle. \tag{2.23}
\]

It is not hard to check that the map \((A, B) \mapsto \langle A^* B \rangle\) is an inner product on the space of operators that commute with \( H_{\Lambda, h} \). Then
\[
\|A^* B\|^2 \leq \langle A^* A \rangle \langle B^* B \rangle \tag{2.24}
\]
by the Cauchy-Schwarz inequality and, in particular, this implies (2.23). \( \square \)

Concave functions are necessarily continuous. But it is useful to establish that \( F_\Lambda(\beta, h) \) is uniformly continuous on compact domains. This property will be used in Section 4.1 which discusses the existence of infinite volume limits.

**Lemma 2.4.**
\[ |\beta F_\Lambda(\beta, h) - \beta F_\Lambda(\beta', h')| \leq |\beta - \beta'| \left( \frac{1}{4} |\mathcal{E}| + \frac{|h|}{2} |\mathcal{V}| \right) + \frac{1}{2} |\beta | |h - h'| |\mathcal{V}|. \]

**Proof.** We have
\[
\beta F_\Lambda(\beta, h) - \beta F_\Lambda(\beta', h) = \int_{\beta'}^{\beta} \frac{d}{ds} F_\Lambda(s, h) ds = \int_{\beta'}^{\beta} \langle H_{\Lambda, h} \rangle_{s, h} ds. \tag{2.25}
\]
We can also check that \( \beta F_\Lambda(\beta, h) - \beta F_\Lambda(\beta, h') = \int_{h'}^{h} \langle M_{\Lambda} \rangle_{s, h} ds \). The result follows from \( \|A\rangle_{\Lambda, \beta, h} \leq \|A\| \) for any operator \( A \), and from \( \|S_x^{(3)} \cdot S_y^{(3)} \| = \frac{3}{4} \) (cf Lemma 2.1) and \( \|S_x^{(3)}\| = \frac{1}{2} \). \( \square \)
2.5. Symmetries. In quantum statistical mechanics, a symmetry is represented by a unitary transformation which leaves the Hamiltonian invariant. It follows that (finite volume) Gibbs states also possess the symmetry. However, infinite volume states may lose it. This is called symmetry breaking and is a manifestation of a phase transition. We only mention the “spin flip” symmetry here, corresponding to the unitary operator

\[ U |s^{(V)}\rangle = | -s^{(V)}\rangle. \]

One can check that \( U^{-1} S_x^{(i)} S_y^{(i)} U = S_x^{(i)} S_y^{(i)} \) and \( U^{-1} S_z^{(3)} U = -S_z^{(3)} \). It follows that

\[ U^{-1} H_{\Lambda,h} U = H_{\Lambda,-h}. \]

This applies to both the ferromagnetic and antiferromagnetic Hamiltonians. It follows that \( F_{\Lambda}(\beta,-h) = F_{\Lambda}(\beta,h) \), and so the free energy is symmetric as a function of \( h \).

3. Stochastic representations

Stochastic representations of quantum lattice models go back to Ginibre, who used a Peierls contour argument to prove the occurrence of phase transitions in anisotropic models [27]. Conlon and Solovej introduced a random walk representation for the ferromagnetic model and used it to get an upper bound on the free energy [13]. A different representation was introduced by Tóth, who improved the previous bound [48]. Further work on quantum models using similar representations include the quantum Pirogov-Sinai theory [11, 15] and Ising models in transverse magnetic field [30, 14, 28].

A major advantage of Tóth’s representation is that spin correlations have natural probabilistic expressions, being given by the probability that two sites belong to the same cycle (see below for details). A similar representation was introduced by Aizenman and Nachtergaele for the antiferromagnetic model, who used it to study properties of spin chains [1]. The random objects are a bit different (loops instead of cycles), but this representation shares the advantage that spin correlations are given by the probability of belonging to the same loop.

The representations due to Tóth and Aizenman-Nachtergaele both involve a Poisson process on the edges of the graph. The measure is reweighted by a function of suitable geometric objects (“cycles” or “loops”). We first describe the two models in Section 3.1; we will relate them to the Heisenberg models in Sections 3.3 and 3.4.

3.1. Poisson edge process, cycles and loops. Recall that \( \Lambda = (V, E) \) is a finite undirected graph. We attach to each edge a Poisson process on \([0, \beta]\) of unit intensity (see §7.2.1 for the definition of a Poisson point process). The Poisson processes for different edges are independent. A realization of this “Poisson edge process” is a finite sequence of pairs

\[ \omega = ((e_1, t_1), \ldots, (e_k, t_k)). \]

Each pair is called a bridge. The number of bridges across each edge, thus, has a Poisson distribution with mean \( \beta \), and the total number of bridges is Poisson with mean \( \beta |E| \). Conditional on there being \( k \) bridges, their times of arrival are uniformly distributed in \( \{0 < t_1 < t_2 < \ldots < t_k < \beta\} \) and the edges are chosen uniformly from \( E \). The corresponding measure is denoted \( \rho_{\Lambda,\beta}(d\omega) \).
To each realization $\omega$ there corresponds a configuration of cycles and configuration of loops. The mathematical definitions are a bit cumbersome but the geometric ideas are simpler and more elegant. The reader is encouraged to look at Figure 1 for an illustration.

![Figure 1](image-url)

**Figure 1.** Top: an edge Poisson configuration $\omega$ on $\mathcal{V} \times [0, \beta]_{\text{per}}$. Bottom left: its associated cycle configuration. Bottom right: its associated loop configuration. We see that $|\mathcal{C}(\omega)| = 3$ and $|\mathcal{L}(\omega)| = 5$.

We consider the cylinder $\mathcal{V} \times [0, \beta]_{\text{per}}$, where the subscript “per” indicates that we consider periodic boundary conditions. A *cycle* is a closed trajectory on this space; that is, it is a function $\gamma : [0, L] \to \mathcal{V} \times [0, \beta]_{\text{per}}$ such that, if $\gamma(\tau) = (x(\tau), t(\tau))$, we have:

- $\gamma(\tau)$ is piecewise continuous; if it is continuous on the interval $I \subset [0, L]$, then $x(\tau)$ is constant and $\frac{dx}{d\tau}(\tau) = 1$ in $I$.
- $\gamma(\tau)$ is discontinuous at $\tau$ iff the pair $(e, t)$ belongs to $\omega$, where $t = t(\tau)$ and $e$ is the edge $\{x(\tau-), x(\tau+)\}$.

We choose $L$ to be the smallest positive number such that $\gamma(L) = \gamma(0)$. Then $L$ is the length of the cycle; it corresponds to the sum of the vertical legs in Figure 1 and is necessarily a multiple of $\beta$. Let us make the cycles semi-continuous by assigning the value $\gamma(\tau) = \gamma(\tau-)$ at the points of discontinuity. We identify cycles whose support is identical. Then to each $\omega$ corresponds a configuration of cycles $\mathcal{C}(\omega)$ whose supports form a partition of the cylinder $\mathcal{V} \times [0, \beta]_{\text{per}}$. The number of cycles is $|\mathcal{C}(\omega)|$.

Loops are similar, but we now suppose that the graph is bipartite. The A sublattice possesses and orientation, which is reversed on the B sublattice. We still
consider the cylinder $V \times [0, \beta]_{\text{per}}$. A loop is a closed trajectory on this space; that is, it is a function $\gamma : [0, L] \to V \times [0, \beta]_{\text{per}}$ such that, with $\gamma(\tau) = (x(\tau), t(\tau))$:

- $\gamma(\tau)$ is piecewise continuous; if it is continuous in interval $I \subset [0, L]$, then $x(\tau)$ is constant and, in $I$,
  \[
  \frac{d}{dt}t(\tau) = \begin{cases} 
  1 & \text{if } x(\tau) \text{ belongs to the A sublattice,} \\
  -1 & \text{if } x(\tau) \text{ belongs to the B sublattice}.
  \end{cases} \tag{3.2}
  \]

- $\gamma(\tau)$ is discontinuous at $\tau$ iff the pair $(e, t)$ belongs to $\omega$, where $t = t(\tau)$ and $e$ is the edge $\{x(\tau^-), x(\tau^+)\}$.

We choose $L$ to be the smallest positive number such that $\gamma(L) = \gamma(0)$. Then $L$ is the length of the loop; it corresponds to the sum of the vertical legs in Figure 1 (as for cycles), but it is not a multiple of $\beta$ in general (contrary to cycles). We also make the loops semi-continuous by assigning the value $\gamma(\tau) = \gamma(\tau^-)$ at the points of discontinuity. Identifying loops whose support is identical, to each $\beta_1$ (as for cycles), but it is not a multiple of $\beta$.

The number of loops is $|\mathcal{L}(\omega)|$. The number of loops is $|\mathcal{L}(\omega)|$.

As we shall see, the relevant probability measures for the Heisenberg models (with $h = 0$) are proportional to $2^{|\mathcal{L}(\omega)|} \rho_{\varrho, \beta}(d\omega)$ and $2^{|\mathcal{L}(\omega)|} \rho_{\varrho, \beta}(d\omega)$.

3.2. Duhamel expansion. We first state and prove Duhamel’s formula. It is a variant of the Trotter product formula that is usually employed to derive stochastic representations.

Proposition 3.1. Let $A, B$ be $n \times n$ matrices. Then

\[
e^{A+B} = e^A + \int_0^1 e^{tA}B e^{(1-t)(A+B)} \, dt
\]

\[
= \sum_{k \geq 0} \int_0^1 \cdots \int_0^1 \, df_1 \cdots df_k e^{f_1A}B e^{(t_2-t_1)A}B \cdots B e^{(1-t_k)A}.
\]

Proof. Let $F(s)$ be the matrix-valued function

\[
F(s) = e^{sA} + \int_0^s e^{tA}B e^{(s-t)(A+B)} \, dt.
\tag{3.3}
\]

We show that, for all $s$,

\[
e^{s(A+B)} = F(s).
\tag{3.4}
\]

The derivative of $F(s)$ is

\[
F'(s) = e^{sA}A + e^{sA}B + \int_0^s e^{tA}B e^{(s-t)(A+B)}(A+B)dt = F(s)(A + B).
\tag{3.5}
\]

On the other hand, the derivative of $e^{(A+B)}$ is $e^{(A+B)} (A + B)$. The identity (3.4) clearly holds for $s = 0$ and, since both sides satisfy the same differential equation, they must be equal for all $s$.

We can iterate Duhamel’s formula $N$ times so as to get

\[
e^{A+B} = \sum_{k=0}^N \int_0^1 \cdots \int_0^1 \, df_1 \cdots df_k e^{f_1A}B e^{(t_2-t_1)A}B \cdots B e^{(1-t_k)A}
\]

\[
+ \int_0^1 \cdots \int_0^1 \, df_1 \cdots df_k e^{f_1A}B e^{(t_2-t_1)A}B \cdots B \left[ e^{(1-t_N)(A+B)} - e^{(1-t_N)A} \right].
\tag{3.6}
\]
Using \( \| e^A \| \leq e^{\|A\|} \), the last term is less than \( 2e^{\|A\|+\|B\| \frac{N}{k}} \) and so it vanishes in the limit \( N \to \infty \). The summand is less than \( e^{\|A\| \frac{\|B\|}{k}} \), so that the sum is absolutely convergent.

Our goal is to perform Duhamel’s expansion on the Gibbs operator \( e^{-\beta H_{\Lambda,h}} \), where the Hamiltonian is given by a sum of terms indexed by the edges and by vertices. The following corollary applies in this case.

**Corollary 3.2.** Let \( A \) and \((h_e)\), \( e \in E \), be matrices in \( \mathcal{H}(V) \). Then

\[
e^{\beta(A+\sum_{e \in E} h_e)} = \int d\rho_{\mathcal{E},\beta}(\omega) e^{t_1 A} h_{e_1} e^{(t_2-t_1)A} h_{e_2} \cdots h_{e_k} e^{(\beta-t_k)A},
\]

where \((t_1, e_1), \ldots, (t_k, e_k)\) are the bridges in \( \omega \).

**Proof.** We can expand the right side by summing over the number \( k \) of events, then integrating over \( 0 < t_1 < \cdots < t_k < \beta \) for the times of occurrence, and then summing over edges \( e_1, \ldots, e_k \in E \). After the change of variables \( t_i' = t_i/\beta \), we recognize the second line of Proposition \( 3.1 \). \( \square \)

### 3.3. Tóth’s representation of the ferromagnet

It is convenient to introduce the operator \( T_{x,y} \) which transposes the spins at \( x \) and \( y \). In \( \mathcal{H}_x \otimes \mathcal{H}_y \), the operator acts as follows:

\[
T_{x,y}|a,b\rangle = |b,a\rangle, \quad a, b = \pm \frac{1}{2}.
\]

This rule extends to general vectors by linearity, and it extends to \( \mathcal{H}(V) \) by tensoring it with \( \text{Id}_{V \setminus \{x,y\}} \). Using Lemma 2.1, it is not hard to check that

\[
\hat{S}_x \cdot \hat{S}_y = \frac{1}{2} T_{x,y} - \frac{1}{4} \text{Id}_{\{x,y\}}.
\]

Recall that \( \mathcal{C}(\omega) \) is the set of cycles of \( \omega \), and let \( \gamma_x \in \mathcal{C}(\omega) \) denote the cycle that intersects \((x,0) \in V \times [0,\beta]_{\text{per}} \). Let \( L(\gamma) \) denote the (vertical) length of the cycle \( \gamma \); it is always a multiple of \( \beta \) in the theorem below.

**Theorem 3.3 (Tóth’s representation of the ferromagnet).** The partition function, the average magnetization, and the two-point correlation function have the following expressions.

\[
Z_{\Lambda}^{\text{ferro}}(2\beta,h) = e^{-\frac{\beta}{2}|E|} \int d\rho_{\mathcal{E},\beta}(\omega) \prod_{\gamma \in \mathcal{C}(\omega)} (2 \cosh(hL(\gamma))),
\]

\[
\text{Tr} S_x^{(3)} e^{-2\beta H_{\Lambda,h}^{\text{ferro}}} = \frac{1}{2} e^{-\frac{\beta}{2}|E|} \int d\rho_{\mathcal{E},\beta}(\omega) \tanh(hL(\gamma_x)) \prod_{\gamma \in \mathcal{C}(\omega)} (2 \cosh(hL(\gamma))),
\]

\[
\text{Tr} S_x^{(3)} S_y^{(3)} e^{-2\beta H_{\Lambda,h}^{\text{ferro}}} = \frac{1}{4} e^{-\frac{\beta}{2}|E|} \int d\rho_{\mathcal{E},\beta}(\omega) \prod_{\gamma \in \mathcal{C}(\omega)} (2 \cosh(hL(\gamma)))
\]

\[
\times \begin{cases} 
1 & \text{if } \gamma_x = \gamma_y, \\
\tanh(hL(\gamma_x)) \tanh(hL(\gamma_y)) & \text{if } \gamma_x \neq \gamma_y.
\end{cases}
\]
Proof. The partition function can be expanded using Corollary 3.2 so as to get
\[ Z^\text{ferro}(2\beta, h) = e^{-\beta|E|} \text{Tr} e^{\beta(hM + \sum_e T_e)} = e^{-\beta|E|} \int d\rho_\beta(\omega) \sum_{s(V)} \langle s(V) | e^{2t_1 hM} T_{e_1} \ldots T_{e_k} e^{2(\beta-t_k)hM} | s(V) \rangle, \]
(3.9)
where \((e_1, t_1), \ldots, (e_k, t_k)\) are the times and edges of \(\omega\). Observe that the vectors \(|s(V)\rangle\) are eigenvectors of \(e^{tM}\). It is not hard to see that the matrix element above is zero unless each cycle is characterized by a single spin value (see illustration in Figure 2). If the matrix element is not zero, then it is equal to
\[ \langle s(V) | e^{2t_1 hM} T_{e_1} \ldots T_{e_k} e^{2(\beta-t_k)hM} | s(V) \rangle = \prod_{\gamma \in C(\omega)} e^{2hL(\gamma)s(\gamma)} \]
(3.10)
with \(s(\gamma)\) the spin of the cycle \(\gamma\). After summing over \(s(\gamma) = \pm \frac{1}{2}\), each cycle contributes \(e^{hL(\gamma)} + e^{-hL(\gamma)} = 2 \cosh(hL(\gamma))\), and we obtain the expression for the partition function.

The expression which involves \(S_x^{(3)} S_y^{(3)}\) is similar, except that the cycle \(\gamma_x\) that contains \(x \times \{0\}\) contributes \(\frac{1}{2} e^{hL(\gamma_x)} - \frac{1}{2} e^{-hL(\gamma_x)} = \sinh(hL(\gamma_x))\). Since the factor \(2 \cosh(hL(\gamma_x))\) appears in the expression, it must be corrected by the hyperbolic tangent.

Finally, the expression that involves \(S_x^{(3)} S_y^{(3)}\) has two terms, corresponding to whether \((x, 0)\) and \((y, 0)\) find themselves in the same cycle or not. In the first case, we get \(\frac{1}{2} \cosh(hL(\gamma_{xy}))\), but in the second case we get \(\sinh(hL(\gamma_x)) \sinh(hL(\gamma_y))\), which eventually gives the hyperbolic tangents. \(\square\)

It is convenient to rewrite the cycle weights somewhat. Using \(2 \cosh(hL(\gamma)) = e^{hL(\gamma)} (1 + e^{-2hL(\gamma)})\) and \(\sum_{\gamma \in C(\omega)} L(\gamma) = \beta|V|\), the relevant probability measure for the cycle representation can be written
\[ \mathbb{P}_{\Lambda, \beta, h} (d\omega) = Z^\text{ferro}_\Lambda (2\beta, h)^{-1} e^{-\beta|E|} d\rho_\beta(\omega) \prod_{\gamma \in C(\omega)} (1 + e^{-2hL(\gamma)}). \]
(3.11)

Figure 2. Each cycle is characterized by a given spin.
This form makes it easier to see the effect of the external field \( h \geq 0 \). Notice that the product over cycles simplifies to \( 2^{\mathcal{C}(\omega)} \) when the external field strength vanishes (i.e. \( h = 0 \)). Then, in terms of the cycle model, the expectation of the spin operators and correlations are given by

\[
\langle S_x^{(3)} \rangle_{\Lambda, 2\beta, h} = \frac{1}{2} \mathbb{E}_{\Lambda, \beta, h} (\tanh(hL(\gamma_x)))
\]

and

\[
\langle S_x^{(3)} S_y^{(3)} \rangle_{\Lambda, 2\beta, h} = \frac{1}{4} \mathbb{E}_{\Lambda, \beta, h} \left[ 1_{\gamma_x = \gamma_y} \tanh(hL(\gamma_x)) \tanh(hL(\gamma_y)) \right] + \frac{1}{4} \mathbb{E}_{\Lambda, \beta, h} [1_{\gamma_x \neq \gamma_y} \tanh(hL(\gamma_x)) \tanh(hL(\gamma_y))].
\]

In the case \( h = 0 \), we see that \( \langle S_x^{(3)} \rangle_{\Lambda, 2\beta, 0} = 0 \), as already noted from the spin flip symmetry, and

\[
\langle S_x^{(3)} S_y^{(3)} \rangle_{\Lambda, 2\beta, 0} = \frac{1}{4} \mathbb{E}_{\Lambda, \beta, h} (\gamma_x = \gamma_y).
\]

That is, the spin-spin correlation of two sites \( x \) and \( y \) is proportional to the probability that the sites lie in the same cycle.

### 3.4. Aizenman-Nachtergaele’s representation of the antiferromagnet.

The antiferromagnetic model only differs from the ferromagnetic model by a sign, but this leads to deep changes. As the transposition operator now carries a negative sign in the Hamiltonian, one possibility would be to turn the measure corresponding to (3.11) into a signed measure, with an extra factor \((-1)^k\) where \( k = k(\omega) \) is the number of transpositions. That would mean descending from the heights of probability theory to... well, to measure theory. This fate can fortunately be avoided thanks to the observations of Aizenman and Nachtergaele [1].

Their representation is restricted to bipartite graphs. A graph is bipartite if the set of vertices \( V \) can be partitioned into two sets \( V_A \) and \( V_B \) such that edges only connect the A set to the B set:

\[
\{x, y\} \in E \implies (x, y) \in V_A \times V_B \text{ or } (x, y) \in V_B \times V_A.
\]

This class contains many relevant cases, such as finite boxes in \( \mathbb{Z}^d \); periodic boundary conditions are allowed provided the side lengths are even. In the following, we use the notation

\[
(-1)^T = \begin{cases} 
1 & \text{if } x \in V_A, \\
-1 & \text{if } x \in V_B.
\end{cases}
\]

Instead of the transposition operator, we consider the projection operator \( P_{xy}^{(0)} \) onto the singlet state described in Lemma 2.1. Its action on the basis is

\[
P_{xy}^{(0)} |a, a\rangle = 0, \quad P_{xy}^{(0)} |a, -a\rangle = \frac{1}{2} |a, -a\rangle - \frac{1}{2} |-a, a\rangle,
\]

for all \( a = \pm \frac{1}{2} \). Further, it follows from Lemma 2.1 that

\[
\hat{S}_x \cdot \hat{S}_y = \frac{1}{4} \text{Id}_{(x,y)} - P_{xy}^{(0)}.
\]

Recall that \( \mathcal{L}(\omega) \) is the set of loops of \( \omega \). Let \( \gamma_x \) denote the loop that contains \( (x, 0) \). We do not need notation for the loops that do not intersect the \( t = 0 \) plane. Also, it is not the lengths of the loops which are important but their winding number \( w(\gamma) \).
Theorem 3.4 (Aizenman-Nachtergaele’s representation of the antiferromagnet). Assume that $\Lambda$ is a bipartite graph. The partition function, the average magnetization and the two-point correlation function have the following expressions.

$$Z^{anti}_\Lambda(2\beta, h) = e^{-\frac{\beta}{2} |E|} \int d\rho_{E,\beta}(\omega) \prod_{\gamma \in L(\omega)} (2 \cosh(\beta hw(\gamma))),$$

$$\text{Tr} S_x^{(3)} e^{-2\beta H^{anti}_\Lambda,h} = \frac{1}{2} (-1)^x e^{-\frac{\beta}{2} |E|} \int d\rho_{E,\beta}(\omega) \tanh(\beta hw(\gamma_x)) \times \prod_{\gamma \in L(\omega)} (2 \cosh(\beta hw(\gamma))),$$

$$\text{Tr} S_y^{(3)} S_x^{(3)} e^{-2\beta H^{anti}_\Lambda,h} = \frac{1}{4} (-1)^x (-1)^y e^{-\frac{\beta}{2} |E|} \int d\rho_{E,\beta}(\omega) \times \prod_{\gamma \in L(\omega)} (2 \cosh(\beta hw(\gamma))) \times \begin{cases} 1 & \text{if } \gamma_x = \gamma_y, \\ \tanh(\beta hw(\gamma_x)) \tanh(\beta hw(\gamma_y)) & \text{if } \gamma_x \neq \gamma_y. \end{cases}$$

When $h = 0$, we get the simpler factor $2^{|L(\omega)|}$.

Figure 3. Each loop is characterized by a given spin, but the values alternate according to whether the site belongs to the A or B sublattice.

Proof. As before, we expand the partition function using Corollary 3.2 and we get

$$Z^{anti}_\Lambda(2\beta, h) = e^{-\frac{\beta}{2} |E|} \text{Tr} e^{\beta(2hM_\Lambda + \sum_{e} 2P^{(0)}_e)}$$

$$= e^{-\frac{\beta}{2} |E|} \int d\rho_{E,\beta}(\omega) \sum_{s(V)} (s(V)| e^{2t_1 hM_\Lambda} 2P^{(0)}_{e_1} \ldots 2P^{(0)}_{e_k} e^{2(\beta-t_k)hM_\Lambda} |s(V)),$$

where $(e_1, t_1), \ldots, (e_k, t_k)$ are the times and the edges of $\omega$. Notice that

$$e^{tM_\Lambda} |s(V)) = e^{t(s(V)|M_\Lambda|s(V))} |s(V))$$

In Dirac’s notation, the resolution of the identity is

$$\text{Id}_V = \sum_{s(V) \in \{-\frac{1}{2}, \frac{1}{2}\}^V} |s(V))\langle s(V)|.$$
We insert it on the right of each operator $P_e^{(0)}$ and we obtain
\[ Z^{\text{anti}}_\Lambda (2\beta, h) = e^{-\frac{h}{2} |E|} \int \rho_{\xi, \beta} (\omega) \sum_{s_1^{(V)}, \ldots, s_k^{(V)}} e^{2 t_1 h (s_1^{(V)\uparrow} | M_\Lambda | s_1^{(V)\downarrow})} \langle s_1^{(V)} | 2 P_{e_1}^{(0)} | s_2^{(V)} \rangle \times e^{2 (t_2 - t_1) h (s_2^{(V)\uparrow} | M_\Lambda | s_2^{(V)\downarrow})} \langle s_2^{(V)} | 2 P_{e_2}^{(0)} | s_3^{(V)} \rangle \ldots \langle s_k^{(V)} | 2 P_{e_k}^{(0)} | s_1^{(V)} \rangle e^{2 (\beta - t_k) h (s_1^{(V)\uparrow} | M_\Lambda | s_1^{(V)\downarrow})}. \] (3.22)

Let us now observe that this long expression can be conveniently expressed in the language of loops. We can interpret $\omega$ and $s_1^{(V)}, \ldots, s_k^{(V)}$ as a spin configuration $s$ in $V \times [0, \beta]_{\text{per}}$. It is constant in time except possibly at $(e_i, t_i)$. By (3.17), the product
\[ \langle s_1^{(V)} | 2 P_{e_1}^{(0)} | s_2^{(V)} \rangle \ldots \langle s_k^{(V)} | 2 P_{e_k}^{(0)} | s_1^{(V)} \rangle \]
differs from 0 iff the value of $(-1)^z s(x, t)$ is constant on each loop (see illustration in Figure 3). In this case, its value is $\pm 1$, as each bridge contributes +1 if the spins are constant, and -1 if they flip. Let us check that, in fact, it is always +1. If the bridge separates two loops with spins $\alpha$ and $b$, the factor is
\[ (-1)^{\alpha - b} = e^{i \pi \alpha} e^{-i \pi b}. \] (3.23)

Looking at the loop $\gamma$ with spin $\alpha$, there is a factor $e^{i \pi \alpha}$ for each jump $A \rightarrow B$ (of the form $\uparrow$) and a factor $e^{-i \pi \alpha}$ for each jump $B \rightarrow A$ (of the form $\downarrow$). Since there is an identical number of both types of jumps, these factors precisely cancel.

The product
\[ e^{2 t_1 h (s_1^{(V)\uparrow} | M_\Lambda | s_1^{(V)\downarrow})} e^{2 (t_2 - t_1) h (s_2^{(V)\uparrow} | M_\Lambda | s_2^{(V)\downarrow})} \ldots e^{2 (\beta - t_k) h (s_1^{(V)\uparrow} | M_\Lambda | s_1^{(V)\downarrow})} \]
also factorizes according to loops. The contribution of a loop $\gamma$ with spin $\alpha$ is $e^{2 h L_\alpha (\gamma) \alpha - 2 h L_B (\gamma) \alpha}$, where $L_\alpha, L_B$ are the vertical lengths of $\gamma$ on the A and B sublattices. We have
\[ L_\alpha (\gamma) - L_B (\gamma) = \beta w(\gamma). \] (3.24)
The contribution is therefore $e^{2 h w(\gamma) \alpha}$. Summing over $\alpha = \pm \frac{1}{2}$, we get the hyperbolic cosine of the expression for the partition function of Theorem 3.4.

The expression that involves $S_x^{(3)}$ is similar; the only difference is that the loop that contains $(x, 0)$ contributes $(-1)^z \sinh (\beta h w(\gamma))$ instead of $2 \cosh (\beta h w(\gamma))$, hence the hyperbolic tangent. Finally, the expression that involves $S_y^{(3)}$ is similar but we need to treat separately the cases where $(x, 0)$ and $(y, 0)$ belong or do not belong to the same loop.

4. Thermodynamic limit and phase transitions

Phase transitions are cooperative phenomena where a small change of the external parameters results in drastic alterations in the properties of the system. There was some confusion in the early days of statistical mechanics as to whether the formalism contained the possibility of describing phase transitions, as all finite volume quantities are smooth. It was eventually realized that the proper formalism involves a thermodynamic limit where the system size tends to infinity, in such a way that the local behavior remains largely unaffected. The proofs of the existence of thermodynamic limits were fundamental contributions to the mathematical theory of phase transitions, and they were pioneered by Fisher and Ruelle in the 1960’s; see [44] for more references.
We show that the free energy converges in the thermodynamic limit along a sequence of boxes in \( \mathbb{Z}^d \) of increasing size (Section 4.1). We discuss various characterizations of ferromagnetic phase transitions in Section 4.2, and magnetic long-range order in Section 4.3. In Section 4.4 we consider the relations between the magnetization in the quantum models and the lengths of the cycles and loops.

### 4.1. Thermodynamic limit.

Despite our professed intention to treat arbitrary graphs, we now restrict ourselves to a very specific case, namely that of a sequence of cubes in \( \mathbb{Z}^d \) whose side lengths tend to infinity. Since \( F_\Lambda(\beta, h) \) scales like the volume of the system, we define the mean free energy \( f_\Lambda \) to be

\[
    f_\Lambda(\beta, h) = \frac{1}{|V|} F_\Lambda(\beta, h). \tag{4.1}
\]

We consider the sequence of graphs \( \Lambda_n = (V_n, E_n) \) where \( V_n = \{1, \ldots, n\}^d \) and \( E_n \) is the set of nearest-neighbors, i.e., \( \{x, y\} \in E_n \) iff \( \|x - y\| = 1 \).

**Theorem 4.1 (Thermodynamic limit of the free energy).** The sequence of functions \( (f_\Lambda(\beta, h))_{n \geq 1} \) converges pointwise to a function \( f(\beta, h) \), uniformly on compact sets.
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**Figure 4.** The large box of size \( n \) is decomposed in \( k^d \) boxes of size \( m \); there are no more than \( d r n^{d-1} \) remaining sites in the darker area.

**Proof.** We consider the ferromagnetic model, but the modifications for the antiferromagnetic model are straightforward. We use a subadditive argument. Notice that the inequality \( \text{Tr } e^{A+B} \geq \text{Tr } e^A \) holds for all self-adjoint operators \( A, B \) with \( B \geq 0 \). (This follows e.g. from the minimax principle, or from Klein’s inequality.) We rewrite the Hamiltonian so as to have only positive definite terms. Namely, let

\[
    h_{x,y} = \vec{S}_x \cdot \vec{S}_y + \frac{3}{4} \text{Id}. \tag{4.2}
\]

Then

\[
    Z_\Lambda(\beta, h) = e^{-\frac{3}{4} \beta |E|} \text{Tr } \exp \left( \beta \sum_{\{x,y\} \in E} h_{x,y} + \beta h \sum_{x \in V} S_x^{(3)} \right). \tag{4.3}
\]

Let \( m, n, k, r \) be integers such that \( n = km + r \) and \( 0 \leq r < m \). The box \( V_n \) is the disjoint union of \( k^d \) boxes of size \( m \), and of some remaining sites (fewer than \( d r n^{d-1} \)); see Figure 4 for an illustration. We get an inequality for the partition
function in $\Lambda_n$ by dismissing all $h_{x,y}$ where $\{x, y\}$ are not inside a single box of size $m$. The boxes $V_m$ become independent, and

$$Z_{\Lambda_n}(\beta, h) \geq e^{-\frac{\beta}{2}\mathcal{E}_n} \left[ \text{Tr}_{\mathcal{H}^n(V_m)} \exp \left( \beta \sum_{\{x, y\} \in \mathcal{E}_m} h_{x,y} + \beta h \sum_{x \in V_m} S_x^{(3)} \right) \right]^{k^d}$$

(4.4)

We have neglected the contribution of $e^{\beta h S_x^{(3)}}$ for $x$ outside the boxes $V_m$, which is possible because their traces are greater than 1. It is not hard to check that

$$|\mathcal{E}_n| \leq k^d |\mathcal{E}_m| + k^d dm^{d-1} + d^2 rn^{d-1}.$$  

(4.5)

We then obtain a subadditive relation for the free energy, up to error terms that will soon disappear:

$$f_{\Lambda_n}(\beta, h) \leq \frac{(km)^d}{n^d} f_{\Lambda_m}(\beta, h) + \frac{3k^d dm^{d-1}}{4n^d} + \frac{3d^2 r}{4n}.$$  

(4.6)

Then, since $\frac{km}{n} \to 1$ as $n \to \infty$,

$$\limsup_{n \to \infty} f_{\Lambda_n}(\beta, h) \leq f_{\Lambda_m}(\beta, h) + \frac{3d}{4m}.$$  

(4.7)

Taking the lim inf over $m$ in the right side, we see that it is larger or equal to the lim sup, and so the limit necessarily exists.

Uniform convergence on compact intervals follows from Lemma 2.4 (which implies that $(f_{\Lambda_n})$ is equicontinuous) and the Arzelà-Ascoli theorem (see e.g. Theorem 4.4 in Folland [21]).

**Corollary 4.2 (Thermodynamic limit with periodic boundary conditions).** Let $(\Lambda_{n}^{\text{per}})$ be the sequence of cubes in $\mathbb{Z}^d$ of size $n$ with periodic boundary conditions and nearest-neighbor edges. Then $(f_{\Lambda_{n}^{\text{per}}}(\beta, h))_{n \geq 1}$ converges pointwise to the same function $f(\beta, h)$ as in Theorem 4.1, uniformly on compact sets.

This follows from $|f_{\Lambda_{n}^{\text{per}}}(\beta, h) - f_{\Lambda_n}(\beta, h)| \leq \frac{3d}{4n}$, which is not too hard to prove, and Theorem 4.1.

### 4.2. Ferromagnetic phase transition.

In statistical physics, an order parameter is a quantity which allows one to identify a phase, typically because it vanishes in all phases except one. The relevant order parameter here is the magnetization, which is expected to be zero at high temperatures and positive at low temperatures. There are actually three natural definitions for the magnetization; we show below that the first two are equivalent, and that the last one is smaller than the first two.

- **Thermodynamic magnetization.** This is equal to (the negative of) the right-derivative of $f(\beta, h)$ with respect to $h$. We are looking for a jump in the derivative, which is referred to as a first-order phase transition.

$$m_{\text{th}}^\beta(\beta) = -\lim_{h \to 0^+} \frac{f(\beta, h) - f(\beta, 0)}{h}.$$  

(4.8)

(The limit exists because $f$ is concave.)
• **Residual magnetization.** Imagine placing the ferromagnet in an external magnetic field, so that it becomes magnetized. Now gradually turn off the external field. Does the system still display global magnetization? Mathematically, the relevant order parameter is

$$m^*_{res}(\beta) = \lim_{h \to 0^+} \lim_{n \to \infty} \frac{1}{n d} \langle M_{\Lambda_n} \rangle_{\Lambda_n, \beta, h}.$$  

(We see below that the lim inf can be replaced by the lim sup without affecting $m^*_{res}$. The limit over $h$ exists because $\langle M_{\Lambda_n} \rangle$ is the derivative of a concave function, and it is therefore monotone.)

• **Spontaneous magnetization** at $h = 0$. Since $\langle M_{\Lambda_n} \rangle = 0$ (because of the spin flip symmetry), we rather consider

$$m^*_{sp}(\beta) = \lim_{n \to \infty} \frac{1}{n d} \langle |M_{\Lambda_n}| \rangle_{\Lambda_n, \beta, 0}.$$  

Here, $|M_{\Lambda}|$ denotes the absolute value of the matrix $M_{\Lambda}$.

A handier quantity, however, is the expectation of $M^2_{\Lambda}$, which can be expressed in terms of the two-point correlation function, see below. It is equivalent to $m^*_{sp}$ in the sense that both are zero or both differ from zero:

**Lemma 4.3.**

$$\langle \frac{|M_{\Lambda}|}{|V|} \rangle_{\Lambda, \beta, 0}^2 \leq \langle \left( \frac{|M_{\Lambda}|}{|V|} \right)^2 \rangle_{\Lambda, \beta, 0} \leq \frac{1}{2} \langle |M_{\Lambda}| \rangle_{\Lambda, \beta, 0}.$$  

**Proof.** For the first inequality, use $|M_{\Lambda}| = |M_{\Lambda}| |\text{Id}|$ and then the Cauchy-Schwarz inequality [2.24]. For the second inequality, observe that $|M_{\Lambda}| \leq \frac{1}{2} |V| |\text{Id}|$ implies that $M^2_{\Lambda} \leq \frac{1}{2} |V||M_{\Lambda}|$, and use the fact that the Gibbs state is a positive linear functional. \[ \square \]

![Figure 5](image.png)

**Figure 5.** Qualitative graphs of the free energy $f(\beta, h)$ as a function of $h$, for $\beta$ large (top) and $\beta$ small (bottom).

**Proposition 4.4.** The three order parameters above are related as follows:

$$m^*_{th}(\beta) = m^*_{res}(\beta) \geq \frac{1}{2} m^*_{sp}(\beta).$$

**Proof of $m^*_{th} = m^*_{res}$.** We prove that whenever $f_n$ is a sequence of differentiable concave functions that converge pointwise to the (necessarily concave) function $f$, then

$$D_+ f(0) = \lim_{h \to 0^+} \lim_{n \to \infty} f_n'(h) = \lim_{h \to 0^+} \lim_{n \to \infty} f_n'(h).$$  

(4.11)
Up to the signs, the left side is equal to \( m_{\mathrm{res}}^* \) and the right side to \( m_{\mathrm{res}}^\ast \), and we obtain the identity in Proposition 4.4. The proof of (4.11) follows from the general properties

\[
\lim_{i} \sup_{j} (a_{ij}) \leq \sup_{j} (\lim_{i} \sup_{j} a_{ij}),
\]

\[
\lim_{i} \inf_{j} (a_{ij}) \geq \inf_{j} (\lim_{i} \inf_{j} a_{ij}),
\]

and from the following expressions for left- and right-derivatives of concave functions:

\[
D_- f(h) = \inf_{s>0} \frac{f(h) - f(h - s)}{s}, \quad D_+ f(h) = \sup_{s>0} \frac{f(h + s) - f(h)}{s}.
\]

With these observations, the proof is straightforward. For \( h > 0 \),

\[
D_+ f(0) \geq D_- f(h) = \inf_{s>0} \limsup_{n \to \infty} \frac{f_n(h) - f_n(h - s)}{s} \geq \limsup_{n \to \infty} f'_n(h) = \limsup_{s \to 0} \inf_{n \to \infty} \frac{f_n(h + s) - f_n(h)}{s} = D_+ f(h).
\]

Since right-derivatives of concave functions are right-continuous, the last term converges to \( D_+ f(0) \) as \( h \to 0+ \). This proves Eq. (4.11). \( \square \)

**Proof of \( m_{\mathrm{res}}^* \geq \frac{1}{2} m_{\mathrm{sp}}^* \).** Let \( h > 0 \), and let \( \{ \varphi_j \} \) be an orthonormal set of eigenvectors of \( H_{\Lambda_n,0} \) and \( M_{\Lambda_n} \) with eigenvalues \( e_j \) and \( m_j \), respectively. Because of the spin flip symmetry, we have

\[
\langle M_{\Lambda_n} \rangle_{\Lambda_n,\beta,h} = \sum_{j:m_j>0} m_j e^{-\beta e_j} (e^{\beta m_j} - e^{-\beta m_j}) + \sum_{j:m_j=0} e^{-\beta e_j} \geq \frac{1}{2} \sum_{j:m_j>0} m_j e^{-\beta e_j + \beta |m_j|} + \sum_{j:m_j=0} e^{-\beta e_j}.
\]

After division by \( n^d \), we only need to consider those \( j \) with \( m_j \sim n^d \), in which case \( e^{-2\beta m_j} \approx 0 \). We can therefore replace the parenthesis by 1 in the limit \( n \to \infty \). On the other hand, consider the function \( G_n'(h) = \frac{1}{n} \log \text{Tr} e^{-\beta H_{\Lambda_n,0} + \beta |M_{\Lambda_n}|} \). One can check that it is convex in \( h \), see (2.22), so \( G_n'(h) \geq G_n'(0) \). Its derivative can be expanded as above, so that

\[
G_n'(h) = \sum_{j} m_j e^{-\beta e_j + \beta |m_j|} \sum_{j} e^{-\beta e_j + \beta |m_j|}.
\]

This is equal to twice the second line of (4.15) (without the parenthesis). Then

\[
m_{\mathrm{res}}^*(\beta) \geq \frac{1}{2} \lim_{h \to 0} \inf_{n \to \infty} \frac{1}{n^d} G_n'(h) \geq \frac{1}{2} \lim_{n \to \infty} \frac{1}{n^d} G_n'(0) = \frac{1}{2} m_{\mathrm{sp}}^*(\beta).
\]

\( \square \)

### 4.3. Antiferromagnetic phase transition.

While ferromagnets favor alignment of the spins, antiferromagnets favor staggered phases, where spins are aligned on one sublattice and aligned in the opposite direction on the other sublattice. The external magnetic field does not play much of a rôle. One could mirror the ferromagnetic situation by introducing a non-physical staggered magnetic field of the kind \( h \sum_{x \in \mathbb{Z}} (-1)^x S^{(3)}_x \), which would lead to counterparts of the order parameters...
We content ourselves with turning off the external magnetic field, i.e. setting \( h = 0 \), and with looking at magnetic long-range order. For \( x, y \in \mathcal{V} \), we introduce the correlation function
\[
\sigma_{\Lambda, \beta}(x, y) = (-1)^x (-1)^y (S_x^{(3)} S_y^{(3)})_{\Lambda, \beta, 0}.
\]

One question is whether
\[
\eta^2(\beta) = \lim_{n \to \infty} \frac{1}{|\mathcal{V}_n|^3} \sum_{x, y \in \mathcal{V}_n} \sigma_{\Lambda, \beta}(x, y)
\]
differs from 0. A related question is whether the correlation function does not decay to 0 as the distance between \( x \) and \( y \) tends to infinity. One says that the system exhibits \textit{long-range order} if this happens.

In \( \mathbb{Z}^d \) and for \( \beta \) large enough, it is well-known that there is no long-range order and that the correlation function decays exponentially in \( ||x - y|| \). Long-range order is expected in dimension \( d \geq 3 \) but not in \( d = 1, 2 \). This is discussed in more detail in Section 5.

\textbf{4.4. Phase transitions in cycle and loop models.} In this section, we clarify the relations between the order parameters of the quantum systems and the nature of cycles and loops. This yields probabilistic interpretations for the quantum results. We introduce two quantities, which apply simultaneously to cycles and loops. Recall that \( \gamma_x \) denotes either the cycle that contains \( (x, 0) \) in the cycle model, or the loop that contains \( (x, 0) \) in the loop model. We write \( \mathbb{P} \) and \( \mathbb{E} \) for \( \mathbb{P}_{\text{cycles}} \) and \( \mathbb{E}^{\text{loop}} \) when equations hold in both cases.

- The fraction of vertices in \textit{infinite} cycles/loops:
  \[
  \eta_{\infty}(\beta, h) = \lim_{K \to \infty, n \to \infty} \frac{1}{n^d} \mathbb{E}_{\Lambda_n, \beta, h} \{ \{ x \in \mathcal{V}_n : L(\gamma_x) > K \} \}.
  \]
- The fraction of vertices in \textit{macroscopic} cycles/loops:
  \[
  \eta_{\text{macro}}(\beta, h) = \lim_{\varepsilon \to 0^+, n \to \infty} \frac{1}{n^d} \mathbb{E}_{\Lambda_n, \beta, h} \{ \{ x \in \mathcal{V}_n : L(\gamma_x) > \varepsilon n^d \} \}.
  \]

It is clear that \( \eta_{\infty}(\beta, h) \geq \eta_{\text{macro}}(\beta, h) \). These two quantities relate to magnetization and long-range order as follows. The first two statements deal with cycles and the third statement deals with loops.

\textbf{Proposition 4.5.}

(\textit{a}) \( m_{\text{res}}^*(2\beta) \geq \frac{1}{h \to 0^+} \eta_{\infty}(\beta, h) \).

(\textit{b}) \( m_{\text{sp}}^*(2\beta) > 0 \iff \eta_{\text{macro}}(\beta, 0) > 0 \).

(\textit{c}) \( \eta^2(\beta) > 0 \iff \eta_{\text{macro}}(\beta, 0) > 0 \).

\textbf{Proof.} Let
\[
m(2\beta, h) = \lim_{n \to \infty} \langle S_0^{(3)} \rangle_{\Lambda_n, 2\beta, h}.
\]
We use \( \tanh x \geq \tanh K \cdot 1_{x > K} \), which holds for any \( K \), and Theorem 3.3 so as to get
\[
m(2\beta, h) \geq \frac{1}{2} \tanh(hK) \lim_{n \to \infty} \mathbb{E}_{\Lambda_n, \beta, h}^{\text{cycles}} (L(\gamma_0) > K).
\]

Taking \( K \to \infty \), we get \( m(2\beta, h) \geq \frac{1}{2} \eta_{\infty}(\beta, h) \). We now take \( h \to 0^+ \) to obtain (a).

For (b), we observe that, since the vertices of \( \Lambda_n \) are exchangeable,
\[
\frac{1}{n^{2d}} \mathbb{E}_{\Lambda_n} \left( M_{\Lambda_n}^2 \right)_{\Lambda_n, 2\beta, 0} = \frac{1}{2 \beta} \mathbb{E}_{\Lambda_n, \beta, 0} \left( \frac{L(\gamma_0)}{n^d} \right).
\]
It follows from Lemma 4.3 that
\[ m_{sp}^*(2\beta) > 0 \iff \liminf_{n \to \infty} E_{\Lambda_{n},\beta,0}^{\text{cycles}} \left( \frac{L(\gamma_0)}{n^d} \right) > 0. \] (4.25)

On the other hand, we have
\[ \eta_{\text{macro}}(\beta,0) = \lim_{\varepsilon \to 0^+} \liminf_{n \to \infty} P_{\Lambda_{n},\beta,0}^{\text{cycles}} \left( \frac{L(\gamma_0)}{n^d} > \varepsilon \right). \] (4.26)

The result is then clear.

The claim (c) is identical to (b), with loops instead of cycles.

It should be possible to extend Proposition 4.5 (a) so that \( m_{\text{res}}^*(\beta) > 0 \iff \eta_{\infty}(\beta,0) > 0 \). This suggests that \( m_{\text{th}}^* \) and \( m_{\text{res}}^* \) are related to the existence of infinite cycles, while \( m_{sp}^* \) is related to the occurrence of macroscopic cycles. The question is then whether there exists a phase in which a positive fraction of vertices belongs to mesoscopic cycles or loops. Such a phase could have something to do with the Berezinski-Kosterlitz-Thouless transition \([7, 36]\), which has been rigorously established in the classical XY model \([25]\). It is not expected in the Heisenberg model, though. The Mermin-Wagner theorem (Section 5.1) rules out any kind of infinite cycles or loops in one and two dimensions.

5. Rigorous results for the quantum models

Quantum lattice systems have seen a considerable amount of study in the past decades, and the effort is not abating. Physicists are interested in properties of the ground state (i.e., the eigenvector of the Hamiltonian with lowest eigenvalue), in dynamical behavior, and in the existence and nature of phase transitions. Out of many results, we only discuss two in this section, which have been chosen because of their direct relevance to the understanding of the cycle and loop models: the Mermin-Wagner theorem concerning the absence of spontaneous magnetization in one and two dimensions, and the theorem of Dyson, Lieb, and Simon concerning the existence of long-range order in the antiferromagnetic model.

5.1. Mermin-Wagner theorem. This fundamental result of condensed matter physics states that a continuous symmetry cannot be broken in one and two dimensions \([38]\). In particular, there is no spontaneous magnetization or long-range order in Heisenberg models.

**Theorem 5.1.** Let \((\Lambda_n^{\text{per}})_{n \geq 1}\) be the sequence of cubic boxes in \(\mathbb{Z}^d\) with periodic boundary conditions. For \(d = 1\) or \(2\), and for any \(\beta \in [0, \infty)\),
\[ m_{\text{res}}^*(\beta) = 0. \]

By Proposition 4.4 all three ferromagnetic order parameters are zero, and there are no infinite cycles by Proposition 4.3 in the cycle model that corresponds to the Heisenberg ferromagnet. The theorem can also be stated for the staggered magnetic field discussed in Section 4.3. One could establish antiferromagnetic counterparts to Lemma 4.3 and Proposition 4.4 and therefore prove that \( \eta_{\infty}(\beta) \) is also zero in the loop model that corresponds to the Heisenberg antiferromagnet.

An open question is whether the theorem can be extended to more general measures of the form
\[ \vartheta_{\mathcal{C}(\omega)}d\rho_{\mathcal{E},\beta}(\omega) \quad \text{and} \quad \vartheta_{\mathcal{L}(\omega)}d\rho_{\mathcal{E},\beta}(\omega) \]
(up to normalization), for values of \( \vartheta \) other than \( \vartheta = 2 \). The case \( \text{Im}(\omega) \) can actually be viewed as the representation of a model with Hamiltonian

\[
-\sum_{(x,y) \in E} \langle \vec{S}_x \cdot \vec{S}_y \rangle^2
\]

(see [11]) and the Mermin-Wagner theorem certainly holds in that case.

The theorem may not apply when \( \vartheta \) is too large, and the system is in a phase with many loops, similar to the one studied in [12].

We present the standard proof [44] that is based on Bogolubov’s inequality.

**Proposition 5.2 (Bogolubov’s inequality).** Let \( \beta > 0 \) and \( A, B, H \) be operators on a finite-dimensional Hilbert space, with \( H \) self-adjoint. Then

\[
\left| \text{Tr} [A, B] e^{-\beta H} \right|^2 \leq \frac{1}{2} \beta \text{Tr} (AA^* + A^*A) e^{-\beta H} \text{Tr} [[B, H], B^*] e^{-\beta H}.
\]

**Proof.** We only sketch the proof; see [44] for more details. Let \( \{ \varphi_i \} \) be an orthonormal set of eigenvectors of \( H \) and \( \{ e_i \} \) the corresponding eigenvalues. We introduce the following inner product:

\[
(A, C) = \sum_{i,j: e_i \neq e_j} \langle \varphi_i, A^* \varphi_j \rangle \langle \varphi_j, C \varphi_i \rangle \frac{e^{-\beta e_i} - e^{-\beta e_j}}{e_i - e_j}.
\]

(5.1)

One can check that

\[
(A, A) \leq \frac{1}{2} \beta \text{Tr} (AA^* + A^*A) e^{-\beta H}.
\]

(5.2)

We choose \( C = [[B, H], B^*] \), and we check that

\[
\text{Tr} [A, B] e^{-\beta H} = (A, C)
\]

(5.3)

and

\[
\text{Tr} [[B, H], B^*] e^{-\beta H} = (C, C).
\]

(5.4)

Inserting (5.3) and (5.4) in the Cauchy-Schwarz inequality of the inner product (5.1), and using (5.2), we get Bogolubov’s inequality. \( \square \)

**Proof of Theorem 5.1.** Let \( m_n(\beta, h) = n^{-d} (M_n)_{\Lambda_n, \beta, h} \). Let

\[
S_x^{(\pm)} = \frac{1}{\sqrt{2}} (S_x^{(1)} \pm iS_x^{(2)}).
\]

(5.5)

One easily checks that

\[
[S_x^{(+)}, S_y^{(-)}] = S_z^{(3)} \delta_{x,y}.
\]

(5.6)

It is convenient to label the sites of \( \Lambda_n^{\text{per}} \) as follows

\[
\mathcal{V}_n = \{ x \in \mathbb{Z}^d : -\frac{n}{2} < x_i \leq \frac{n}{2}, i = 1, \ldots, d \}.
\]

(5.7)

\( \mathcal{E}_n \) is again the set of nearest-neighbors in \( \mathcal{V}_n \) with periodic boundary conditions. For \( k \in \frac{2\pi}{n} \mathcal{V}_n \), we introduce

\[
S_k^{(\pm)} = \frac{1}{n^d/2} \sum_{x \in \mathcal{V}_n} e^{-ikx} S_x^{(\pm)},
\]

(5.8)

where \( kx \) denotes the inner product in \( \mathbb{R}^d \). Then, using (5.6),

\[
\langle [S_k^{(+)}(k), S_k^{(-)}(-k)] \rangle_{\Lambda_n, \beta, h} = \frac{1}{n^d} \sum_{x,y \in \mathcal{V}_n} e^{-ikx} e^{iky} \langle [S_x^{(+)}(x), S_y^{(-)}(y)] \rangle_{\Lambda_n, \beta, h} = m_n(\beta, h).
\]

(5.9)
This will be the left side of Bogolubov’s inequality. For the right side, tedious but straightforward calculations (expansions, commutation relations) give

$$\langle [S^{(+)}(k), H_{\Lambda_n}], S^{(-)}(-k)] \rangle_{\Lambda_n, \beta, h} = \frac{2}{n^d} \sum_{x,y; \{x,y\} \in E_n} (1 - e^{ik(x-y)}) \langle S^x_{-}\cdot S^y_{+} + S^x_{-}\cdot S^y_{+} \rangle_{\Lambda_n, \beta, h} + hm_n(\beta, h). \quad (5.10)$$

Despite appearances, this expression is real and positive for any $k$, as can be seen from (5.4). We get an upper bound by adding the same quantity, but with $-k$. This yields

$$\frac{4}{n^d} \sum_{x,y; \{x,y\} \in E_n} (1 - \cos k(x - y)) \langle S^x_{-}\cdot S^y_{+} + S^x_{-}\cdot S^y_{+} \rangle_{\Lambda_n, \beta, h} + 2hm_n(\beta, h).$$

From Lemma 2.1, we have

$$\left| \langle S^x_{-}\cdot S^y_{+} + S^x_{-}\cdot S^y_{+} \rangle_{\Lambda_n, \beta, h} \right| \leq \frac{3}{4}. \quad (5.11)$$

Let us now introduce the “dispersion relation” of the lattice:

$$\varepsilon(k) = \sum_{i=1}^{d} (1 - \cos k_i). \quad (5.12)$$

Inserting all of this into Bogolubov’s inequality, we get

$$\frac{m_n(\beta, h)^2}{3 \varepsilon(k) + 2|hm_n(\beta, h)|} \leq \beta \langle S^{(+)}(k)S^{(-)}(-k) + S^{(-)}(-k)S^{(+)}(k) \rangle_{\Lambda_n, \beta, h}. \quad (5.13)$$

Summing over all $k \in \frac{2\pi}{\pi}V_n$, and using $\sum_{k} e^{-ik(x-y)} = \delta_{x,y}$, we have

$$\sum_{k} \langle S^{(+)}(k)S^{(-)}(-k) + S^{(-)}(-k)S^{(+)}(k) \rangle_{\Lambda_n, \beta, h} = \sum_{x \in V_n} \langle S^{(+)}(x)S^{(-)}(x) + S^{(-)}(x)S^{(+)}(x) \rangle_{\Lambda_n, \beta, h} \leq n^d. \quad (5.14)$$

Then

$$m_n(\beta, h)^2 \frac{1}{n^d} \sum_{k \in \frac{2\pi}{\pi}V_n} \frac{1}{3 \varepsilon(k) + 2|hm_n(\beta, h)|} \leq \beta. \quad (5.15)$$

As $n \to \infty$, we get a Riemann integral,

$$m(\beta, h)^2 \frac{1}{(2\pi)^d} \int_{[-\pi, \pi]^d} \frac{dk}{3 \varepsilon(k) + 2|hm_n(\beta, h)|} \leq \beta. \quad (5.16)$$

Since $\varepsilon(k) \approx k^2$ around $k = 0$, the integral diverges when $h \to 0$, and so $m(\beta, h)$ must go to 0.

Notice that the integral remains finite for $d \geq 3$; the argument only applies to $d = 1, 2$.\[\square\]
5.2. Dyson-Lieb-Simon theorem of existence of long-range order. Following the proof of Fröhlich, Simon and Spencer of a phase transition in the classical Heisenberg model [24], Dyson, Lieb and Simon proved the existence of long-range order in several quantum lattice models, including the antiferromagnetic quantum Heisenberg model in dimensions $d \geq 5$ [17]. Further observations of Neves and Perez [40], and of Kennedy, Lieb and Shastry [32], imply that long-range order is present for all $d \geq 3$ [1]. These articles use the “reflection positivity” method, which was systematized and extended in [22, 23]. We recommend the Prague notes of Tóth [49] and Biskup [10] for excellent introductions to the topic. See also the notes of Nachtergaele [39].

Recall the definition of $\sigma$ in Eq. (4.19).

Theorem 5.3 (Dyson-Lieb-Simon). Let $(\Lambda^\text{per}_{n})$ be the sequence of cubic boxes in $\mathbb{Z}^d$, $d \geq 3$, with even side lengths and periodic boundary conditions. There exists $\beta_0 < \infty$ such that, for all $\beta > \beta_0$, the Heisenberg antiferromagnet has long-range order, $\sigma(\beta) > 0$.

Clearly, this theorem has remarkable consequences for the loop model with weights $2^{L(\omega)}$. Indeed, there are macroscopic loops, $\eta_{\text{macro}}(\beta, 0) > 0$, provided that $\beta$ is large enough.

Despite many efforts and false hopes, there is no corresponding result for the Heisenberg ferromagnet, and hence for the cycle model.

The proof of Theorem 5.3 for $d \geq 5$ can be found in [17] (see also [22, 49] for useful clarifications). In the remainder of this section we explain how to use the observations of [40] and [32] in order to extend the result to dimensions $d = 3$ and $d = 4$. As these articles deal with ground state properties rather than positive temperatures, some modifications are needed. We warn the readers that this part of the notes is not really self-contained.

Recall the definitions of the operators $S^{(j)}(k)$ in Eq. (5.8). We need the Duhamel two-point function, which is reminiscent of the Duhamel formula of Proposition 3.1.

$$(S^{(j)}(k), S^{(j)}(-k))_{\Lambda, \beta, 0} = \frac{1}{Z(\beta, 0)} \int_0^1 \text{Tr} e^{-s\beta H_{\Lambda, 0}} S^{(j)}(k) e^{-(1-s)\beta H_{\Lambda, 0}} S^{(j)}(-k) ds. \tag{5.17}$$

Recall also the definition of $\varepsilon(k)$ in (5.12), and let $\vec{\pi} = (\pi, \ldots, \pi) \in \mathbb{R}^d$. We have

$$\varepsilon(k - \vec{\pi}) = \sum_{i=1}^d (1 + \cos k_i). \tag{5.18}$$

Let $e_n(\beta)$ denote the negative of the mean energy per site, i.e.,

$$e_n(\beta) = -\frac{1}{n^d} \langle H_{\Lambda, 0} \rangle_{\Lambda, \beta, 0}. \tag{5.19}$$

One can show that $e_n(\beta)$ is nonnegative, increasing with respect to $\beta$, and that it converges pointwise as $n \to \infty$.

The main result of reflection positivity is the following “Gaussian domination”.

Proposition 5.4. If $k \in \frac{2\pi}{n} \mathbb{Z}^d$ and $k \neq \vec{\pi}$, we have

\[^1\text{We are indebted to the anonymous referee for pointing this out and for clarifying this to us. The following explanation is essentially taken from the referee’s report.}\]
(a) \( (S^{(j)}(k), S^{(j)}(-k))_{\Lambda_n, \beta, 0} \leq \frac{1}{2\varepsilon(k - \pi)} \),

(b) \( (S^{(j)}(k)S^{(j)}(-k))_{\Lambda_n, \beta, 0} \leq \left( \frac{e_n(\beta)}{6d} \right)^{1/2} \left( \varepsilon(k) \right)^{1/2} + \frac{3}{2\beta \varepsilon(k - \pi)} \).

**Sketch proof.** The claim (a) can be found in [17], Theorem 6.1. The claim (b) follows from Eqs (3), (5), and (6) of [40], and from the relation

\[
\sum_{j=1}^{3} \langle \{S^{(j)}(k), [H_{\Lambda, 0}, S^{(j)}(-k)]\} \rangle_{\Lambda_n, \beta, 0} = \frac{4}{d} \varepsilon(k) e_n(\beta). \tag{5.20}
\]

This is Eq. (55) in [17].

Next, let

\[
\sigma_n(\beta) = \frac{1}{n^d} \sum_{x,y \in V_n} (-1)^x (-1)^y (S_x^{(3)} S_y^{(3)})_{\Lambda_n, \beta, 0}.
\tag{5.21}
\]

Then \( \sigma(\beta) = \liminf_n \sigma_n(\beta) \), and the goal is to show that it differs from zero. For \( k = \pi, \) we have

\[
\langle S^{(3)}(\pi) S^{(3)}(-\pi) \rangle_{\Lambda_n, \beta, 0} = n^d \sigma_n(\beta).
\tag{5.22}
\]

Kennedy, Lieb and Shastry [32] have proposed the following sum rule, which improves on the original one used in [24] [17]:

\[
\frac{1}{n^d} \sum_{k \in \frac{2\pi}{n} V_n} \langle S^{(3)}(k) S^{(3)}(-k) \rangle_{\Lambda_n, \beta, 0} \cos k_i = \langle S_0^{(3)} S^{(3)}_{e_i} \rangle_{\Lambda_n, \beta, 0}, \tag{5.23}
\]

where \( e_i \) denotes the neighbor of the origin in the \( i \)th direction. Because of the symmetries of \( V_n \) (translations and lattice rotations), we have

\[
\langle S_0^{(3)} S^{(3)}_{e_i} \rangle_{\Lambda_n, \beta, 0} = -\frac{e_n(\beta)}{3d}. \tag{5.24}
\]

The sum rule can be rewritten as

\[
\frac{e_n(\beta)}{3d} = \sigma_n(\beta) + \frac{1}{dn^d} \sum_{k \in \frac{2\pi}{n} V_n, k \neq \pi} \langle S^{(3)}(k) S^{(3)}(-k) \rangle_{\Lambda_n, \beta, 0} \left( -\sum_{i=1}^{d} \cos k_i \right).
\tag{5.25}
\]

By Proposition [5.4] (b), we have

\[
\frac{e_n(\beta)}{3d} \leq \sigma_n(\beta) + \frac{e_n(\beta)}{6d} \sum_{k \in \frac{2\pi}{n} V_n, k \neq \pi} \left( \frac{\varepsilon(k)}{\varepsilon(k - \pi)} \right)^{1/2} \left( -\sum_{i=1}^{d} \cos k_i \right) +
\frac{3}{2d \beta} \sum_{k \in \frac{2\pi}{n} V_n, k \neq \pi} \frac{1}{\varepsilon(k - \pi)} \left( -\sum_{i=1}^{d} \cos k_i \right). \tag{5.26}
\]

As \( n \to \infty \), with \( e(\beta) = \lim_n e_n(\beta) \), we get

\[
\frac{e(\beta)}{3d} \leq \sigma(\beta) + \frac{e(\beta)}{6d} \int_{-\pi}^{\pi} \frac{1}{\varepsilon(k - \pi)} \left( -\sum_{i=1}^{d} \cos k_i \right) + dk, \tag{5.27}
\]
where
\[ I(d) = \frac{1}{(2\pi)^d} \int_{[-\pi,\pi]^d} \left( \varepsilon(k) \right)^{1/2} \left( -\sum_{i=1}^d \cos k_i \right) \, dk. \] (5.28)

The last integral in (5.27) is finite when \( d \geq 3 \), and this term may be made arbitrarily small by choosing \( \beta \) large enough. It follows that a sufficient condition for \( \sigma(\beta) > 0 \) for large enough \( \beta \), is that
\[ \lim_{\beta \to \infty} \frac{e(\beta)^{1/2}}{3d} > \frac{1}{(6d)^{1/2}d} I(d). \] (5.29)

The integral \( I(d) \) can be calculated numerically: \( I(3) = 1.04968... \) and \( I(4) = 1.01754... \). It is then enough to show that \( \lim_{\beta \to \infty} e(\beta)/d > 0.5509... \) in \( d = 3 \) and \( \lim_{\beta \to \infty} e(\beta)/d > 0.3883... \) in \( d = 4 \). The following lemma allows us to conclude that long-range order indeed takes place in \( d = 3 \) and \( d = 4 \).

**Lemma 5.5.**
\[ \lim_{\beta \to \infty} e(\beta) \geq \frac{d}{4}. \]

**Proof.** The Gibbs variational principle states that
\[ F_\Lambda(\beta, h) \leq \text{Tr} \rho H_\Lambda, h - \frac{1}{\beta} S_\Lambda(\rho) \] (5.30)
for any operator \( \rho \) in \( \mathcal{H}^{(V)} \) such that \( \rho \geq 0 \) and \( \text{Tr} \rho = 1 \). Here, \( S_\Lambda \) is the Boltzmann entropy,
\[ S_\Lambda(\rho) = -\text{Tr} \rho \log \rho. \] (5.31)

See e.g. Proposition IV.2.5 in [46] (the setting in [46] involves a normalized trace, hence there are a few discrepancies between our formulæ and those in the book).

It is known that the Gibbs state \( \rho = Z_\Lambda(\beta, h)^{-1} e^{-\beta H_\Lambda, h} \) saturates the inequality, and that the entropy satisfies the bounds
\[ 0 \leq S_\Lambda(\rho) \leq |V| \log 2. \] (5.32)

It follows that
\[ e(\beta) \geq -f(\beta, 0) - \frac{\log 2}{\beta}. \] (5.33)

In order to get a bound for the free energy, we use (5.30) with the Néel state \( \Psi_{\text{Néel}} \) as a trial state,
\[ \Psi_{\text{Néel}} = \bigotimes_{x \in \Lambda_n} |(-1)^x \frac{1}{2} \rangle. \] (5.34)

With \( \rho \) the projector onto \( \Psi_{\text{Néel}} \), we have \( S_{\Lambda_n}(\rho) = 0 \), and
\[ F_{\Lambda_n}(\beta, 0) \leq \langle \Psi_{\text{Néel}}, H_{\Lambda_n, 0} \Psi_{\text{Néel}} \rangle \]
\[ = d n^d \left( \frac{1}{2}, -\frac{1}{2} \right)^2 \frac{1}{2} \] (5.35)

The last inner product is in \( \mathcal{H}_x \otimes \mathcal{H}_y \). Using (3.8), we find that it is equal to \(-\frac{1}{4}\). \( \square \)

These results do not apply to dimension \( d = 2 \) because the last integral in (5.27) is divergent. We already know that the magnetization is zero for all finite values of \( \beta \) by the Mermin-Wagner theorem. An important question, which remains open to this day, is whether long-range order occurs in the ground state of the two-dimensional antiferromagnet. The last integral in (5.27) disappears if the limit \( \beta \to \infty \) is taken before the infinite volume limit, and the question is whether (5.29)
is true. Since $I(2) = 1.29361...$ one needs $\lim_{\beta \to \infty} e(\beta) > 1.255...$ But the limit is expected to be around 0.67 \[32\] and so the method does not apply.

In contrast to the antiferromagnet, the ground state of the ferromagnet is trivial with full magnetization. If $\beta$ is taken to infinity in the cycle model for a fixed graph, the spatial structure is lost and the resulting random permutation has Ewens distribution (that is, it is weighted by $2^{|C|}$). Almost all vertices belong to macroscopic cycles and the cycle lengths are distributed according to the Poisson-Dirichlet distribution PD$_2$.

6. Rigorous results for cycle and loop models

The cycle and loop representations in Theorems 3.3 and 3.4 are interesting in their own right and can be studied using purely probabilistic techniques. Without the physical motivation, the external magnetic field is less relevant and more of an annoyance. We prefer to switch it off. The models in this simpler situation are defined below, with the small generalization that the geometric weight on the number of cycles or loops is arbitrary. This is analogous to how, for example, one obtains the random cluster or Fortuin-Kasteleyn representation from the Ising model.

6.1. Cycle and loop models. As usual we suppose that $\Lambda = (\mathcal{V}, \mathcal{E})$ is a finite undirected graph. Recall that the Poisson edge measure $\rho_{\mathcal{E}, \beta}$ is obtained by attaching independent Poisson point processes on $[0, \beta]$ to each edge of $\mathcal{E}$.

For each realization $\omega$ of the Poisson edge process, we define cycles $C(\omega)$ and loops $L(\omega)$ as in §3.1. The random cycle and loop models are obtained via a change of measure in which the number of cycles or loops receives a geometric weight $\vartheta > 0$. That is, the probability measures of interest are

$$P_{\Lambda, \beta}^{\text{cycles}}(d\omega) = Z_{\Lambda}^{\text{cycles}}(\beta)^{-1} \vartheta^{\left|C(\omega)\right|} \rho_{\mathcal{E}, \beta}(d\omega),$$

$$P_{\Lambda, \beta}^{\text{loops}}(d\omega) = Z_{\Lambda}^{\text{loops}}(\beta)^{-1} \vartheta^{\left|L(\omega)\right|} \rho_{\mathcal{E}, \beta}(d\omega),$$

where $Z_{\Lambda}(\beta)$ are the appropriate normalizations. As remarked above, $\vartheta = 2$ is the physically relevant choice in both these measures.

The main question deals with the possible occurrence of cycles or loops of diverging lengths. Recall the definitions of the fraction of vertices in infinite cycles/loops, $\eta_{\infty}(\beta)$, and the fraction of vertices in macroscopic cycles/loops, $\eta_{\text{macro}}(\beta)$, which were defined in Section 4.4 (We drop the dependence in $h$, since $h = 0$ here.) In the case where the graph is a cubic box in $\mathbb{Z}^d$ with periodic boundary conditions, and $\vartheta = 2$, the Mermin-Wagner theorem rules out infinite cycles in one and two dimensions, and the theorem of Dyson-Lieb-Simon shows that macroscopic loops are present in $d \geq 3$, provided that the parameter $\beta$ is sufficiently large.

It is intuitively clear that there cannot be infinite cycles or loops when $\beta$ is small. In Section 6.2 we prove this is indeed the case and give an explicit lower bound on the critical value of $\beta$.

The model for $\vartheta = 1$ is known as random stirring or the interchange process. The question of the existence of infinite cycles in this setting has been considered by several authors. Angel considered the model on regular trees, and proved the existence of infinite cycles (for $\beta$ lying in an appropriate interval) when the degree of the tree is larger than 5 \[4\]. Schramm considered the model on the complete graph...
and obtained a fairly precise description of the asymptotic cycle length distribution \[45\]. We review this important result in Section \[53\]. Recently, Alon and Kozma found a surprising formula for the probability that the permutation is cyclic, using representation theory \[3\].

### 6.2. No infinite cycles at high temperatures

We consider general graphs \(\Lambda = (\mathcal{V}, \mathcal{E})\). We let \(\kappa\) denote the maximal degree of the graph, i.e., \(\kappa = \sup_{x \in \mathcal{V}} |\{y : \{x, y\} \in \mathcal{E}\}|\). Recall that \(L(\gamma_x)\) denotes the length of the cycle or loop that contains \(x \times \{0\}\). Let \(a\) be the small parameter

\[
a = \begin{cases} 
\vartheta^{-1}(1 - e^{-\beta}) & \text{if } \vartheta \leq 1, \\
1 - e^{-\beta} & \text{if } \vartheta \geq 1.
\end{cases}
\]

in the case of cycles and

\[
a = \begin{cases} 
\vartheta^{-1}(1 - e^{-\beta}) & \text{if } \vartheta \leq 1, \\
e^{-\beta}(e^{\beta \vartheta} - 1) & \text{if } \vartheta \geq 1.
\end{cases}
\]

in the case of loops.

**Theorem 6.1.** For either the cycle or the loop model, i.e., for either measure in \(6.7\), we have

\[
\mathbb{P}_{\Lambda, \beta}(L(\gamma_x) > \beta k) \leq (a(\kappa - 1))^{-1} |a\kappa(1 - \frac{1}{\kappa})^{-\kappa + 1}|^k.
\]

for every \(x \in \mathcal{V}\).

Of course, the theorem is useful only if the right-hand side is less than 1, in which case large cycles have exponentially small probability. This result is pretty reasonable on the square lattice with \(\vartheta \leq 1\). When \(\vartheta > 1\), configurations with many cycles are favored, and the domain should allow for larger \(\beta\). Our condition does not show it. The case \(\vartheta \gg 1\) is close to the situation treated in \[12\] with phases of closely packed loops. In the case of the complete graph on \(N\) vertices and \(\vartheta = 1\), the maximal degree is \(\kappa = N - 1\) and the optimal condition is \(\beta < 1/N\) (Erdős-Rényi, \[18\]). Using \(a\kappa \leq \beta N\) and \((1 - \frac{1}{\kappa})^{-\kappa + 1} \leq e\), we see that our condition is off by a factor of \(e\).

As a consequence of the theorem, we have \(\eta_{\infty}(\beta) = 0\) for small enough \(\beta\). This implies that \(m_{\text{sp}}^*(\beta) = \sigma(\beta) = 0\) in the corresponding Heisenberg ferromagnet and antiferromagnet. One could extend the claim so that \(m_{\text{ch}}^*(\beta) = 0\) as well.

**Proof.** Given \(\omega\), let \(G(\omega) = (V, E)\) denote the subgraph of \(\Lambda\) with edges

\[
E = \{e_i : (e_i, t_i) \in \omega\},
\]

and \(V = \cup e_i\) the set of vertices that belong to at least one edge. \(G(\omega)\) can be viewed as the percolation graph of \(\omega\), where an edge \(e\) is open if at least one bridge of the form \((e, t)\) occurs in \(\omega\). Then we denote \(C_x(\omega) = (V_x, E_x)\) the connected component of \(G(\omega)\) that contains \(x\). It is clear that \(L(\gamma_x) \leq \beta |V_x|\) for both cycles and loops. Then, using Markov’s inequality,

\[
\mathbb{P}_{\Lambda, \beta}(L(\gamma_x) > \beta k) \leq \mathbb{P}_{\Lambda, \beta}(|V_x| > k) \leq \alpha^{-k} E_{\Lambda, \beta}(\alpha^{|V_x|}),
\]

for any \(\alpha \geq 1\).

We consider first the case of cycles. Given a subgraph \(G' = (V', E')\) of \(\Lambda\), let

\[
\phi(G') = \vartheta^{-|V'|} \int \mathbb{I}_{[G(\omega) = G']} \vartheta^{|C(\omega)|} d\rho_{\beta}(\omega).
\]

### 6.2. No infinite cycles at high temperatures (Continued)

We consider general graphs \(\Lambda = (\mathcal{V}, \mathcal{E})\). We let \(\kappa\) denote the maximal degree of the graph, i.e., \(\kappa = \sup_{x \in \mathcal{V}} |\{y : \{x, y\} \in \mathcal{E}\}|\). Recall that \(L(\gamma_x)\) denotes the length of the cycle or loop that contains \(x \times \{0\}\). Let \(a\) be the small parameter

\[
a = \begin{cases} 
\vartheta^{-1}(1 - e^{-\beta}) & \text{if } \vartheta \leq 1, \\
1 - e^{-\beta} & \text{if } \vartheta \geq 1.
\end{cases}
\]

in the case of cycles and

\[
a = \begin{cases} 
\vartheta^{-1}(1 - e^{-\beta}) & \text{if } \vartheta \leq 1, \\
e^{-\beta}(e^{\beta \vartheta} - 1) & \text{if } \vartheta \geq 1.
\end{cases}
\]

in the case of loops.

**Theorem 6.1.** For either the cycle or the loop model, i.e., for either measure in \(6.7\), we have

\[
\mathbb{P}_{\Lambda, \beta}(L(\gamma_x) > \beta k) \leq (a(\kappa - 1))^{-1} |a\kappa(1 - \frac{1}{\kappa})^{-\kappa + 1}|^k.
\]

for every \(x \in \mathcal{V}\).

Of course, the theorem is useful only if the right-hand side is less than 1, in which case large cycles have exponentially small probability. This result is pretty reasonable on the square lattice with \(\vartheta \leq 1\). When \(\vartheta > 1\), configurations with many cycles are favored, and the domain should allow for larger \(\beta\). Our condition does not show it. The case \(\vartheta \gg 1\) is close to the situation treated in \[12\] with phases of closely packed loops. In the case of the complete graph on \(N\) vertices and \(\vartheta = 1\), the maximal degree is \(\kappa = N - 1\) and the optimal condition is \(\beta < 1/N\) (Erdős-Rényi, \[18\]). Using \(a\kappa \leq \beta N\) and \((1 - \frac{1}{\kappa})^{-\kappa + 1} \leq e\), we see that our condition is off by a factor of \(e\).

As a consequence of the theorem, we have \(\eta_{\infty}(\beta) = 0\) for small enough \(\beta\). This implies that \(m_{\text{sp}}^*(\beta) = \sigma(\beta) = 0\) in the corresponding Heisenberg ferromagnet and antiferromagnet. One could extend the claim so that \(m_{\text{ch}}^*(\beta) = 0\) as well.

**Proof.** Given \(\omega\), let \(G(\omega) = (V, E)\) denote the subgraph of \(\Lambda\) with edges

\[
E = \{e_i : (e_i, t_i) \in \omega\},
\]

and \(V = \cup e_i\) the set of vertices that belong to at least one edge. \(G(\omega)\) can be viewed as the percolation graph of \(\omega\), where an edge \(e\) is open if at least one bridge of the form \((e, t)\) occurs in \(\omega\). Then we denote \(C_x(\omega) = (V_x, E_x)\) the connected component of \(G(\omega)\) that contains \(x\). It is clear that \(L(\gamma_x) \leq \beta |V_x|\) for both cycles and loops. Then, using Markov’s inequality,

\[
\mathbb{P}_{\Lambda, \beta}(L(\gamma_x) > \beta k) \leq \mathbb{P}_{\Lambda, \beta}(|V_x| > k) \leq \alpha^{-k} E_{\Lambda, \beta}(\alpha^{|V_x|}),
\]

for any \(\alpha \geq 1\).

We consider first the case of cycles. Given a subgraph \(G' = (V', E')\) of \(\Lambda\), let

\[
\phi(G') = \vartheta^{-|V'|} \int \mathbb{I}_{[G(\omega) = G']} \vartheta^{|C(\omega)|} d\rho_{\beta}(\omega).
\]
By partitioning $\Omega$ according to the connected components of $G(\omega)$, then using the fact that $\rho_{E, \beta}$ is a product measure over edges and that cycles are contained entirely within connected components, we have

$$E_{\Lambda, \beta}^{\text{cycles}}(\alpha |V'_x|) = \sum_{C'_x} \phi(C'_x) \alpha |V'_x| \sum_{G' \cap C'_x = \emptyset} \phi(G') \sum_{G''} \phi(G'')$$

(6.7)

The first sum is over connected subgraphs $C'_x = (V'_x, E'_x)$ of $\Lambda$ that contain $x$. The second sum is over subgraphs $G' = (V', E')$ that are compatible with $C'_x$, in the sense that $V' \cap V'_x = \emptyset$ and $V' \cup C'_x = V$. The sum in the denominator is over all subgraphs $G'' = (V'', E'')$ with $V'' = V$.

Notice that for any $C'_x$, the corresponding compatible graph $G' = (V', E')$ can be enlarged to $G'' = (V, E')$ by adding the vertices from $V'_x$. The new vertices from $V'_x$ are all disconnected in $G''$. Thus, if $G(\omega) = G''$, each vertex in $V'_x$ necessarily forms a single cycle of length 1. It follows that $\phi(G'') = \phi(G')$. Furthermore, different $G'$ give rise to different $G''$. So, the ratio in (6.7) is less than 1.

Now we claim that

$$\phi(G') \leq \vartheta^{|E'|}$$

(6.8)

for any connected $G'$. First consider $\vartheta \leq 1$. Since $G'$ is connected we have $|E'| \geq |V'| - 1$. So, $\vartheta^{-|V'| + |C(\omega)|} \leq \vartheta^{-|V'| + 1} \leq \vartheta^{-|E'|}$ for any $\omega$. When $\vartheta > 1$, use $|C(\omega)| \leq |V'|$ to see $\vartheta^{-|V'| + |C(\omega)|} \leq 1$.

On the other hand, $G(\omega) = G'$ holds if and only if the Poisson process for each edge of $G'$ contains at least one point. So,

$$\int I_{G(\omega) = G'} d\rho_{E', \beta}(\omega) = (1 - e^{-\beta})^{|E'|},$$

(6.9)

and (6.8) follows in the case of cycles.

The same bound also holds for the loop model when $\vartheta^{\int \omega} \varrho$ is replaced by $\vartheta^{L(\omega)}$ in (6.6). For $\vartheta \leq 1$ the argument is the same as before. For $\vartheta > 1$, we use the inequality $|L(\omega)| \leq |V'| + |\omega|$ that holds for any $\omega$, where $|\omega|$ is the number of bridges in $\omega$. This follows from the fact that each bridge in $\omega$ either splits a loop into two or merges two loops (see Lemma 8.1), and that $|L(\omega)| = |V'|$ when $\omega = \emptyset$.

Hence,

$$\phi(G') \leq \int \vartheta^{|\omega|} I_{G(\omega) = G'} d\rho_{E', \beta}(\omega) = \left( e^{-\beta} \sum_{n=1}^{\infty} \frac{(\vartheta \beta)^n}{n!} \right)^{|E'|},$$

(6.10)

which gives the bound (6.8) for loops.

Combining (6.7) and (6.8) shows that for either loops or cycles,

$$E_{\Lambda, \beta}(\alpha |V'_x|) = \sum_{C'_x} \phi(C'_x) \alpha |V'_x| \sum_{G' \cap C'_x = \emptyset} \phi(G') \sum_{G'} \phi(G') \leq \alpha |V'_x| a |E'_x|. $$

(6.11)

Let $\delta(C'_x)$ denote the “depth” of the connected graph $C'_x$, i.e., the minimal number of edges of $E'_x$ that must be crossed in order to reach any point of $V'_x$. Let

$$B(\ell) = \sum_{C'_x: \delta(C'_x) \leq \ell} \alpha |V'_x| a |E'_x|. $$

(6.12)

We want an upper bound for $B(\ell)$ for any $\ell$. We show by induction that $B(\ell) \leq b$ for a number $b$ to be determined shortly. We proceed by induction on $\ell$. The case $\ell = 0$ is $\alpha \leq b$. For $\ell + 1$, we write the sum over graphs with depth less than $\ell + 1$,
attached at $x$, as a sum over graphs of depth less than $\ell$, attached at neighbors of $x$. Neglecting overlaps gives the following upper bound:

$$B(\ell + 1) \leq \alpha \prod_{y \in \{x, y\} \in \mathcal{E}} \left(1 + a \sum_{C_y \in \mathcal{C}_y} \alpha^{[Y_y]} a^{[F_y]}\right) \leq \alpha(1 + ab)^{\kappa}.$$ (6.13)

This needs to be less than $b$; this condition can be written $a \leq b^{-1}((b/\alpha)^{1/\kappa} - 1)$. The optimal choice that maximizes the possible values of $a$ is $b = \alpha(1 - \frac{1}{\kappa})^{-\kappa}$. A sufficient condition is then

$$a \leq \frac{1}{\alpha \kappa} (1 - \frac{1}{\kappa})^{\kappa - 1}$$ (6.14)

We have obtained that

$$P_{\Lambda,\beta}(L(\gamma_x) > \beta k) \leq \alpha^{-k+1}(1 - \frac{1}{\kappa})^{-\kappa},$$ (6.15)

and this holds for all $1 \leq \alpha \leq \frac{1}{\alpha \kappa} (1 - \frac{1}{\kappa})^{\kappa - 1}$. Choosing the maximal value for $\alpha$, we get the bound of the theorem. $\square$

### 6.3. Rigorous results for the complete graph.

Suppose $T_1, T_2, T_3, \ldots$ are independent random transpositions of pairs of elements of $\{1, 2, \ldots, n\}$ and $\pi_k = T_1 \circ T_2 \circ \ldots \circ T_k$. Write $\lambda(\pi_k)$ for the vector of cycle lengths in $\pi_k$, sorted into decreasing order. So, $\lambda_i(\pi_k)$ is the size of the $i^{th}$ largest cycle and if there are fewer than $i$ cycles in $\pi_k$, we take $\lambda_i(\pi_k) = 0$.

Note the simple connection between cycles here and the cycles in our model; if $N$ is a Poisson random variable with mean $\beta n(n-1)/2$, independent of the $T_i$, then $\lambda(\pi_N)$ has exactly the distribution of the ordered cycle lengths in $\mathcal{C}$ under $\rho_{K_n,\beta}$, where $K_n$ is the complete graph with $n$ vertices.

Schramm proved that for $c > 1/2$, an asymptotic fraction $\eta_\infty = \eta_\infty(2c)$ of elements from $\{1, 2, \ldots, n\}$ lie in infinite cycles of $\pi_{[cn]}$ as $n \to \infty$. The (non-random) fraction $\eta_\infty(2c)$ turns out to be the asymptotic fraction of vertices lying in the giant component of the Erdős-Rényi random graph with edge probability $c/n$. Equivalently, $\eta_\infty(s)$ is the survival probability for a Galton-Watson branching process with Poisson offspring distribution with mean $s$. Berestycki [6] proved a similar result.

Furthermore, Schramm also showed that the normalised cycle lengths converge to the Poisson-Dirichlet(1) distribution.

**Theorem 6.2 (Schramm [45]).** Let $c > 1/2$. The law of $\lambda(\pi_{[cn]})/(n\eta_\infty(2c))$ converges weakly to $\text{PD}_1$ as $n \to \infty$.

### 7. Uniform split-merge and its invariant measures

We now take a break from spin systems and consider a random evolution on partitions of $[0, 1]$ in which blocks successively split or merge. Stochastic processes incorporating the phenomena of coalescence and fragmentation have been much studied in the recent probability literature (see, for example, [2, 8] or Chapter 5 of [42], and their bibliographies). The space of partitions of $[0, 1]$ provides a natural setting for such processes. The particular model we will discuss here has the property that the splitting and merging can be seen to balance each other out in the long run, so that there exists a stationary (or invariant) distribution. Our aim is to summarise what is known about this invariant distribution. Only a basic familiarity with probability theory is assumed and we will recall the essentials as
we go. This section is self-contained and can be read independently of the first. As is the way among probabilists, we assume there is a phantom probability space \((\Omega, \mathcal{F}, \mathbb{P})\) that hosts all our random variables. It is summoned only when needed.

### 7.1. Introduction

Let \(\Delta_1\) denote the space of (decreasing, countable) partitions of \([0, 1]\). Formally

\[
\Delta_1 := \left\{ p \in [0, 1]^N : p_1 \geq p_2 \geq \ldots, \sum_i p_i = 1 \right\},
\]

where the size of the \(i^{th}\) part (or block) of \(p \in \Delta_1\) is \(p_i\). We define split and merge operators \(S_u, M_{ij} : \Delta_1 \rightarrow \Delta_1, u \in (0, 1)\) as follows:

- \(S_u p\) is the non-increasing sequence obtained by splitting \(p_i\) into two new parts of size \(up_i\) and \((1-u)p_i\), and
- \(M_{ij} p\) is the non-increasing sequence obtained by merging \(p_i\) and \(p_j\) into a part of size \(p_i + p_j\).

![Figure 6. Illustration for the split-merge process. The partition undergoes a merge followed by two splits and another merge.](image)

The basic uniform split-merge transformation of a partition \(p\) is defined as follows. First we choose two parts of \(p\) at random, with the \(i^{th}\) part being chosen with probability \(p_i\) (this is called size-biased sampling). The two parts, which we call \(p_I\) and \(p_J\), are chosen independently and we allow repetitions. If the same part is chosen twice, i.e. \(I = J\), sample a uniform random variable \(U\) on \([0, 1]\) and split \(p_I\) into two new parts of size \(Up_I\) and \((1-U)p_I\) (i.e. apply \(S^U_I\)). If different parts are chosen, i.e. \(I \neq J\), then merge them by applying \(M_{IJ}\). This transformation gives a new (random) element of \(\Delta_1\). Conditional on plugging a state \(p \in \Delta_1\) into the transformation, the distribution of the new element of \(\Delta_1\) obtained is given by
the so-called transition kernel
\[ K(p, \cdot) := \sum_i p_i^2 \int_0^1 \delta_{S^{
u} p}(\cdot)du + \sum_{i \neq j} p_i p_j \delta_{M_{ij} p}(\cdot). \] (7.2)

Repeatedly applying the transformation gives a sequence \( P = (P_k)_{k=0,1,2,...} \) of random partitions evolving in discrete time. We assume that the updates at each step are independent. So, given \( P^k \), the distribution of \( P^{k+1} \) is independent of \( P^{k-1}, ..., P^0 \). In other words, \( P \) is a discrete time Markov process on \( \Delta_1 \) with transition kernel \( K \). We call it the basic split-merge chain.

Several authors have studied the large time behaviour of \( P \), and the related issue of invariant probability measures, i.e. \( \mu \) such that \( \mu K = \mu \) (if the initial value \( P^0 \) is distributed according to \( \mu \), then \( P^k \) also has distribution given by \( \mu \) at all subsequent times \( k = 1, 2, ... \)).

Recent activity began with Tsielvich [51]. In that paper the author showed that the Poisson-Dirichlet(\( \theta \)) distribution (defined in [7.2 below and henceforth denoted PD\( \theta \)) with parameter \( \theta = 1 \) is invariant. The paper contains the conjecture (of Vershik) that PD\( 1 \) is the only invariant measure.

Uniqueness within a certain class of analytic measures was established by Mayer-Wolf, Zerner and Zeitouni in [37]. In fact they extended the basic split-merge transform described above to allow proposed splits and merges to be rejected with a certain probability. In particular, splits and merges are proposed as above but only accepted with probability \( \beta_s \in (0,1] \) and \( \beta_m \in (0,1] \) respectively, independently at different times. The corresponding kernel is
\[ K_{\beta_s, \beta_m}(p, \cdot) := \beta_s \sum_i p_i^2 \int_0^1 \delta_{S^\nu p}(\cdot)du + \beta_m \sum_{i \neq j} p_i p_j \delta_{M_{ij} p}(\cdot) + \left(1 - \beta_s \sum_i p_i^2 - \beta_m \sum_{i \neq j} p_i p_j \right) \delta_{\delta}(\cdot). \] (7.3)

We call this \( (\beta_s, \beta_m) \) split-merge (the basic chain, of course, corresponds to \( \beta_s = \beta_m = 1 \)). The Poisson-Dirichlet distribution is still invariant, but the parameter is now \( \theta = \beta_s/\beta_m \) (note that, in fact, any invariant distribution for the chain can depend on \( \beta_s \) and \( \beta_m \) only through \( \theta \) since multiplying both acceptance probabilities by the same positive constant only affects the speed of the chain).

Tsielvich [50] provided another insight into the large time behaviour of the the basic split-merge process \( (\beta_s = \beta_m = 1) \). The main theorem is that if \( P^0 = (1,0,0,...) \in \Delta_1 \), then the law of \( P \), sampled at a random Binomial(\( n, 1/2 \))-distributed time, converges to Poisson-Dirichlet(1) as \( n \to \infty \).

Pitman [41] studied a related split-merge transformation, and by developing results of Gnedin and Kerov, reproved Poisson-Dirichlet invariance and refined the uniqueness result of [37]. In particular, the Poisson-Dirichlet distribution is the only invariant measure under which Pitman’s split-merge transformation composed with ‘size-biased permutation’ is invariant.

Uniqueness for the basic chain’s invariant measure was finally established by Diaconis, Mayer-Wolf, Zerner and Zeitouni in [16]. They coupled the split-merge process to a discrete analogue on integer partitions of \( \{1,2,\ldots,n\} \) and then used representation theory to show the discrete chain is close to equilibrium before decoupling occurs.
Schramm [45] used a different coupling to give another uniqueness proof for the basic chain. His arguments readily extend to allow \( \beta_s/\beta_m \in (0, 1] \). In summary,

**Theorem 7.1.**

(a) Poisson-Dirichlet(\( \beta_s/\beta_m \)) is invariant for the uniform split-merge chain with \( \beta_s/\beta_m \in (0, 1] \).

(b) If \( \beta_s/\beta_m \leq 1 \), it is the unique invariant measure.

We give a short proof of part (a) in Section 7.3 below.

**7.2. The Poisson-Dirichlet distribution.** Write \( \mathcal{M}_1(\Delta_1) \) for the set of probability measures on \( \Delta_1 \). The Poisson-Dirichlet distribution \( \text{PD}_\theta \in \mathcal{M}_1(\Delta_1) \), \( \theta > 0 \), is a one parameter family of laws introduced by Kingman in [33]. It has cropped up in combinatorics, population genetics, number theory, Bayesian statistics and probability theory. The interested reader may consult [20, 34, 5, 43] for details of applications and extensions. We will simply define it and give some basic properties.

There are two important characterizations of \( \text{PD}_\theta \). We will introduce both, since one will serve to provide intuition and the other will be useful for calculations. We start with the so-called ‘stick-breaking’ construction. Let \( T_1, T_2, \ldots \) be independent Beta(1, \( \theta \)) random variables (that is, \( \mathbb{P}(T_i > s) = (1-s)^\theta \); if \( U \) is uniform on \([0, 1] \), one can check that \( 1-U^{1/\theta} \) is Beta(1, \( \theta \)) distributed). Form a random partition from the \( T_i \) by letting the \( k^{th} \) block take fraction \( T_k \) of the unallocated mass. That is, the first block has size \( P_1 = T_1 \), the second \( P_2 = T_2(1 - P_1) \) and \( P_{k+1} = T_{k+1}(1 - P_1 - \ldots - P_k) \). One imagines taking a stick of unit length and breaking off a fraction \( T_{k+1} \) of what remains after \( k \) pieces have already been taken. A one-line induction argument shows that \( 1 - P_1 - \ldots - P_k = (1 - T_1)(1 - T_2) \ldots (1 - T_k) \), giving

\[
P_{k+1} = T_{k+1}(1 - T_1)(1 - T_2) \ldots (1 - T_k).
\]

(7.4)

In case it is unclear that \( \sum_{i=1}^{\infty} P_i = 1 \) almost surely, note that

\[
\mathbb{E}\left[1 - \sum_{i=1}^{k} P_i\right] = \mathbb{E}\left[\prod_{i=1}^{k} (1 - T_i)\right] = \left(\int_{0}^{1} \theta t(1-t)^{\theta-1}\right)^k = (\theta + 1)^{-k} \to 0
\]

(7.5)

as \( k \to \infty \). So, the vector \((P_1, P_2, \ldots)\) of the \( P_i \) sorted into decreasing order is an element of \( \Delta_1 \). It determines a unique measure \( \text{PD}_\theta \in \mathcal{M}_1(\Delta_1) \). It is interesting to note that the original vector \((P_1, P_2, \ldots)\) is obtained from \((P_1, P_2, \ldots)\) by size-biased re-ordering: its distribution is called the GEM (Griffiths-Engen-McCloskey) distribution. In other words, consider the interval \([0, 1] \) partitioned into lengths \((P_1, P_2, \ldots)\). Take a sequence \( U_1, U_2, \ldots \) of i.i.d. uniform random variables on \([0, 1] \). Now list the blocks “discovered” by the uniforms in the order that they are found. The resulting sequence has the same distribution as \((P_1, P_2, \ldots)\).

**7.2.1. Poisson Point processes.** Kingman’s original characterization of \( \text{PD}_\theta \) was made in terms of a suitable random point process on \( \mathbb{R}_+ \), which is a generalization of the usual Poisson counting process. We now provide a crash course in the theory of such processes on a measurable space \((X, \mathcal{B})\). (The standard reference is [35].) Although we will only need this theory for \( X = \mathbb{R}_+ \), there is no extra cost for introducing it in general. Let \( \mathcal{M}(X) \) denote the set of \( \sigma \)-finite measures on \( X \).

Suppose that \( \mu \in \mathcal{M}(X) \) and consider the special case \( \mu(X) < \infty \). Thus, \( \mu(\cdot)/\mu(X) \) is a probability measure and we can sample, independently, points
$Y_1, Y_2, \ldots$ according to this distribution. Let $N_0$ be Poisson$(\mu(X))$ distributed, so that $\mathbb{P}(N_0 = n) = \frac{\mu(X)^n}{n!}e^{-\mu(X)}$. Conceptually, the Poisson point process with intensity measure $\mu$ is simply the random collection $\{Y_1, \ldots, Y_{N_0}\}$.

Formally, the point process is defined in terms of a random counting measure $N$ which counts the number of random points lying in sets $A \in \mathcal{B}$ i.e. $N(A) = \sum_{i=1}^{N_0} 1_{Y_i \in A}$. Thus $N(A)$ is a random variable, which has Poisson$(\mu(A))$ distribution. Indeed,

$$\mathbb{P}(N(A) = k) = \sum_{n=k}^{\infty} \mathbb{P}(N_0 = n) \mathbb{P}\left( \sum_{i=1}^{N_0} 1_{Y_i \in A} = k \mid N_0 = n \right)$$

$$= \sum_{n=k}^{\infty} \frac{\mu(X)^n}{n!}e^{-\mu(X)} \left( \frac{n!}{k!(n-k)!} \right) \left( \frac{\mu(A)}{\mu(X)} \right)^k \left( 1 - \frac{\mu(A)}{\mu(X)} \right)^{n-k}$$

$$= e^{-\mu(X)} \frac{\mu(A)^k}{k!} \sum_{n=k}^{\infty} \frac{1}{(n-k)!} (\mu(X) - \mu(A))^{n-k}$$

$$= \frac{\mu(A)^k}{k!} e^{-\mu(A)}.$$  

Similar calculations show that if $A_1, \ldots, A_k \in \mathcal{B}$ are disjoint then $N(A_1), \ldots, N(A_k)$ are independent. These properties turn out to be sufficient to completely specify the distribution of the random measure $N$.

**Definition 7.1 (Poisson point process).** A Poisson point process on $X$ with intensity $\mu \in \mathcal{M}(X)$ (or PPP$(\mu)$ for short) is a random counting measure $N : \mathcal{B}(X) \rightarrow \mathbb{N} \cup \{0\} \cup \{\infty\}$ such that

- **for any** $A \in \mathcal{B}(X)$, $N(A)$ **has** Poisson$(\mu(A))$ distribution. By convention, $N(A) = \infty$ a.s. if $\mu(A) = \infty$.
- **If** $A_1, A_2, \ldots, A_k \in \mathcal{B}$ are disjoint, the random variables $N(A_1), \ldots, N(A_k)$ are independent.

For general $\sigma$-finite intensity measures, we can construct $N$ by superposition. Suppose that $X = \bigcup_i X_i$ where the $X_i$ are disjoint and $\mu(X_i) < \infty$. Use the recipe given at the start of this section to construct, independently, a PPP$(\mu|_{X_i}) N_i$ on each subspace $X_i$. Then $N(A) = \sum_{i=1}^{\infty} N_i(A)$ is the desired measure. It is purely atomic, and the atoms $Y_1, Y_2, \ldots$ are called the points of the process. In applications it is useful to know moments and Laplace transforms of functionals of the process.

**Lemma 7.2.**

(1) **First moment:** If $f \geq 0$ or $f \in L^1(\mu)$ then

$$\mathbb{E}\left[ \sum_i f(Y_i) \right] = \int_X f(y)\mu(dy)$$

(we agree that both sides can be $\infty$).

(2) **Campbell’s formula:** If $f \geq 0$ or $1 - e^{-f} \in L^1(\mu)$ then

$$\mathbb{E}\left[ \exp\left( - \sum_i f(Y_i) \right) \right] = \exp\left( - \int_X (1 - e^{-f(y)})\mu(dy) \right)$$

(we agree that $\exp(-\infty) = 0$).
(3) **Palm’s formula:** Let \( \tilde{\mathcal{M}}(X) \subset \mathcal{M}(X) \) denote the space of point measures on \( X \); let \( G : X \times \tilde{\mathcal{M}} \to \mathbb{R}_+ \) be a measurable functional of the points; and suppose \( f \) is as in (2). Then

\[
\mathbb{E} \left[ \sum_i f(Y_i) G(Y_i, N) \right] = \int_X \mathbb{E}[G(y, \delta_y + N)]f(y)\mu(\text{dy}).
\]

The formulation here is that of Lemma 2.3 of [8]. We include sketch proofs to give a flavor of the calculations involved.

**Proof.** Let \( f = \sum_{k=1}^n c_k \mathbbm{1}_{A_k} \), be a simple function with \( \mu(A_k) < \infty \).

(1) We have

\[
\mathbb{E} \left[ \sum_i f(Y_i) \right] = \mathbb{E} \left[ \sum_{k=1}^n c_k N(A_k) \right] = \sum_{k=1}^n c_k \mu(A_k) = \int_X f(y)\mu(\text{dy}). \tag{7.7}
\]

(2) We have

\[
\mathbb{E} \left[ \exp \left( - \sum_i f(Y_i) \right) \right] = \mathbb{E} \left[ \exp \left( - \sum_{k=1}^n c_k N(A_k) \right) \right] = \prod_{k=1}^n \mathbb{E} \left[ \exp \left( - \sum_{k=1}^n c_k N(A_k) \right) \right]
\]

\[
= \prod_{k=1}^n \exp(\mu(A_k)(1-e^{-c_k})) = \exp \left( - \int_X (1-e^{-f(y)})\mu(\text{dy}) \right). \tag{7.8}
\]

Both (1) and (2) extend to measurable \( f \geq 0 \) using standard arguments, which we omit. Part (1) for \( f \in L^1(\mu) \) follows immediately. Part (2) for \( 1-e^{-f} \in L^1(\mu) \) is also omitted.

(3) First suppose \( G \) is of the form \( G(N) = \exp(-\sum_i g(Y_i)) \) for some non-negative measurable \( g \). Campbell’s formula gives, for \( q \geq 0 \),

\[
\mathbb{E} \left[ \exp \left( -q \sum_i f(Y_i) \right) G(N) \right] = \exp \left( - \int_X (1-e^{-qf(y)-g(y)})\mu(\text{dy}) \right). \tag{7.9}
\]

Differentiating this identity in \( q \) at 0 gives

\[
\mathbb{E} \left[ \sum_i f(Y_i) G(N) \right] = \int_X f(y)\exp(-g(y))\mu(\text{dy}) \exp \left( - \int_X (1-e^{-g(y)})\mu(\text{dy}) \right)
\]

\[
= \int_X f(y)\exp(-g(y))\mu(\text{dy}) \mathbb{E} \left[ \exp \left( - \sum_i g(Y_i) \right) \right]
\]

\[
= \int_X f(y) \mathbb{E} \left[ \exp \left( - \sum_i g(Y_i) - g(y) \right) \right] \mu(\text{dy})
\]

\[
= \int_X f(y) \mathbb{E}[G(N+\delta_y)]\mu(\text{dy}), \tag{7.10}
\]

where Campbell’s formula is used to get the second and last lines.

Now, suppose \( G(y, N) = \sum_{k=1}^n c_k \mathbbm{1}_{y \in A_k} \exp(-\sum_i g_k(Y_i)) \) for \( A_1, \ldots, A_n \in \mathcal{B} \) and measurable \( g_k : X \to [0, \infty) \). By linearity, the preceding calculations give
\[
\mathbb{E} \left[ \sum_i f(Y_i) G(Y_i, N) \right] = \int_X \sum_{k=1}^n c_k \mathbb{1}_{y \in A_k} f(y) \mathbb{E} \left[ \exp \left( - \sum_i g_k(Y_i) - g_k(y) \right) \right] \mu(dy)
= \int_X f(y) \mathbb{E} \left[ G(y, N + \delta_y) \right] \mu(dy).
\]

(7.11)

From here it is a standard monotone class argument.

7.2.2. The Poisson-Dirichlet distribution via a PPP. Consider the PPP with intensity measure given by
\[
\eta(dx) = \theta x^{-1} \exp(-x) dx \text{ on } [0, \infty).
\]
(Note that \( \eta \) is an infinite measure, but is \( \sigma \)-finite since \( \eta(2^{-k-1}, 2^{-k}] \leq \theta \).) A practical way to construct this process is given in Tavaré [47]. Let \( T_1 < T_2 < \ldots \) be the points of a Poisson counting process of rate \( \theta \) (that is, the differences \( T_{i+1} - T_i \) are independent exponential variables of rate \( \theta \)) and \( E_1, E_2, \ldots \) be exponentially distributed with rate 1. Then, the points in our PPP(\( \eta \)) can be expressed as \( \xi_i = \exp(-T_i) E_i, i \geq 1 \).

The probability that all points are less than \( K > 0 \) is
\[
\mathbb{P}(N(K, \infty) = 0) = \exp \left( - \int_{K}^{\infty} \theta x^{-1} \exp(-x) dx \right) \to 1
\]
(7.12)
as \( K \to \infty \). Thus, there is a largest point and we can order the points in decreasing order so that \( \xi_1 \geq \xi_2 \geq \ldots \geq 0 \). The sum \( \sum_{i=1}^{\infty} \xi_i \) is finite almost surely. Indeed, we can say much more. Recall that the Gamma(\( \gamma, \lambda \)) distribution has density
\[
\frac{1}{\Gamma(\gamma)} \lambda^\gamma x^{\gamma-1} \exp(-\lambda x).
\]

**Lemma 7.3.** We have
\[
\sum_{i=1}^{\infty} \xi_i \sim \text{Gamma}(\theta, 1).
\]
Proof. Since $\sum \xi_i$ is a non-negative random variable, its distribution is determined by its Laplace transform. By Campbell’s formula, this is given by

$$E\left[\exp\left(-r\sum \xi_i\right)\right] = \exp\left(-\theta \int_0^\infty (1 - e^{-rx})x^{-1}\exp(-x)dx\right)$$

$$= \exp\left(-\theta \int_0^r \int_0^\infty \exp(-x(1 + r))dxdr\right)$$

$$= (1 + r)^{-\theta},$$

for $|r| < 1$, implying that $\sum \xi_i$ is Gamma$(\theta, 1)$ distributed.

The Poisson-Dirichlet$(\theta)$ distribution, PD$_\theta \in \mathcal{M}(\Delta_1)$, is the law of the ordered points, normalised by their sum, i.e.

$$\frac{1}{\sum \xi_i} (\xi_1, \xi_2, \xi_3, \ldots).$$

In the next section, we will wish to appeal to various properties of Beta and Gamma random variables which are often known collectively as the “Beta-Gamma algebra”. Recall that the Beta$(a,b)$ distribution has density $\frac{\Gamma(a + b)}{\Gamma(a)\Gamma(b)}t^{a-1}(1 - t)^{b-1}$ on $[0, 1]$.

Lemma 7.4. Suppose that $\Gamma^\lambda_\alpha \sim$ Gamma$(\alpha, \lambda)$ and $\Gamma^\lambda_\beta \sim$ Gamma$(\beta, \lambda)$ are independent. Then

- $\Gamma^\lambda_\alpha + \Gamma^\lambda_\beta \sim$ Gamma$(\alpha + \beta, \lambda)$,
- $\Gamma^\lambda_\alpha / (\Gamma^\lambda_\alpha + \Gamma^\lambda_\beta) \sim$ Beta$(\alpha, \beta)$,
- The two random variables above are independent.

Note that the converse also follows: if $B \sim$ Beta$(\alpha, \beta)$ is independent of $\Gamma^\lambda_{\alpha + \beta} \sim$ Gamma$(\alpha + \beta, \lambda)$ then $B\Gamma^\lambda_{\alpha + \beta} \sim$ Gamma$(\alpha, \lambda)$, $(1 - B)\Gamma^\lambda_{\alpha + \beta} \sim$ Gamma$(\beta, \lambda)$ and these last two random variables are independent.

Proof. In order to simplify the notation, let $X = \Gamma^\lambda_\alpha$ and $Y = \Gamma^\lambda_\beta$. We will find the joint density of $S = X + Y$ and $R = X/(X + Y)$. We first find the Jacobian corresponding to this change of variables: we have

$$\frac{\partial x}{\partial s} = r, \quad \frac{\partial x}{\partial r} = s$$

$$\frac{\partial y}{\partial s} = 1 - r, \quad \frac{\partial y}{\partial r} = -s$$

and so the Jacobian is $-sx - (1-r)s| = s$. Noting that $X = RS$ and $Y = (1-R)S$, we see that $S$ and $R$ have joint density

$$s \frac{1}{\Gamma(a)}\lambda^\alpha(rs)^{a-1}e^{-\lambda rs} \frac{1}{\Gamma(b)}(1-rs)^{b-1}e^{-\lambda(1-r)s}$$

$$= \frac{1}{\Gamma(a + \beta)}\lambda^{a + \beta}s^{a + \beta - 1}e^{-\lambda s} \frac{\Gamma(a + \beta)}{\Gamma(a)\Gamma(b)}r^{a-1}(1 - r)^{b-1}.$$ (7.15)

Since this factorizes with the factors being the correct Gamma and Beta densities, the result follows.
In the next lemma, we will see the power of the Beta-Gamma algebra. We use it to make a connection between our two different representations of the Poisson-Dirichlet distribution. This will serve as a warm up for the calculations in the next section.

**Lemma 7.5.** Suppose that $P = (P_1, P_2, \ldots) \sim \text{PD}_\theta$. Let $P_*$ be a size-biased pick from amongst $P_1, P_2, \ldots$. Then $P_* \sim \text{Beta}(1, \theta)$.

So $P_*$ has the same distribution as the length of the first stick in the stick-breaking construction.

**Proof.** Note that, conditional on $P_1, P_2, \ldots$, we have that $P_* = P_i$ with probability $P_i$, $i \geq 1$. (7.16)

In order to determine the distribution of $P_*$, it suffices to find $\mathbb{E}[f(P_*)]$ for all bounded measurable test functions $f : [0, 1] \to \mathbb{R}_+$. (Indeed, it would suffice to find $\mathbb{E}[f(P_*)]$ for all functions of the form $f(x) = \exp(-qx)$ i.e. the Laplace transform. However, our slightly unusual formulation will generalize better when we consider random variables on $\Delta_1$ in the next section.) Conditioning on $P_1, P_2, \ldots$ and using the Tower Law we see that

$$\mathbb{E}[f(P_*)] = \mathbb{E}[\mathbb{E}[f(P_*)|P_1, P_2, \ldots]] = \mathbb{E}\left[\sum_{i=1}^{\infty} P_i f(P_i)\right].$$

(7.17)

Now use the representation (7.14) to see that this is equal to

$$\mathbb{E}\left[\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \frac{\xi_i}{\xi_j} f\left(\frac{\xi_i}{\sum_{k=1}^{\infty} \xi_k}\right)\right].$$

(7.18)

This is in a form to which we can apply the Palm formula; we obtain

$$\mathbb{E}\left[\int_0^{\infty} \frac{y}{y + \sum_{i=1}^{\infty} \xi_i} f\left(\frac{y}{y + \sum_{j=1}^{\infty} \xi_j}\right) \theta y^{-1} e^{-y} dy\right].$$

(7.19)

After cancelling $y$ and $y^{-1}$, we recognise the density of the Exp(1) (= Gamma(1,1)) distribution and so we can write

$$\mathbb{E}\left[\frac{\theta}{\Gamma + \sum_{i=1}^{\infty} \xi_i} f\left(\frac{\Gamma}{\Gamma + \sum_{j=1}^{\infty} \xi_j}\right)\right],$$

(7.20)

where $\Gamma \sim \text{Exp}(1)$ is independent of $\xi_1, \xi_2, \ldots$. Recall that $\sum_{i=1}^{\infty} \xi_i \sim \text{Gamma}(\theta, 1)$. Then by Lemma [7.4], $\Gamma + \sum_{i=1}^{\infty} \xi_i$ has a Gamma($\theta + 1, 1$) distribution and is independent of $\Gamma/(\Gamma + \sum_{i=1}^{\infty} \xi_i)$, which has a Beta($1, \theta$) distribution. Hence, we get

$$\mathbb{E}\left[\frac{\theta}{\Gamma + \sum_{i=1}^{\infty} \xi_i}\right] \mathbb{E}[f(B)],$$

(7.21)

where $B \sim \text{Beta}(1, \theta)$. We conclude by observing that

$$\mathbb{E}\left[\frac{\theta}{\Gamma + \sum_{i=1}^{\infty} \xi_i}\right] = 1.$$

(7.22)

We close this section by noting an important property of the PPP we use to create the Poisson-Dirichlet vector.
Lemma 7.6. The random variable $\sum_{i=1}^{\infty} \xi_i$ is independent of
$$\frac{1}{\sum_{i} \xi_i} (\xi_1, \xi_2, \xi_3, \ldots).$$

This is another manifestation of the independence in the Beta-Gamma algebra; see [35].

7.3. Split-merge invariance of Poisson-Dirichlet. We use the method that we exploited in the proof of Lemma 7.5 to prove part (a) of Theorem 7.1.

First define a random function $F : \Delta_1 \rightarrow \Delta_1$ corresponding to $(\beta_s, \beta_m)$ split-merge as follows. Fix $p \in \Delta_1$ and let $I(p)$ and $J(p)$ be the indices of the two independently size-biased parts of $p$, that is
$$\mathbb{P}(I(p) = k) = \mathbb{P}(J(p) = k) = p_k, \quad k \geq 1.$$ (7.23)

Now let $U$ and $V$ be independent $U(0, 1)$ random variables, independent of $I(p)$ and $J(p)$. Let
$$F(p) = \begin{cases} S_{ij}^U p & \text{if } I(p) = J(p) = i \text{ and } V \leq \beta_s \\
M_{ij} p & \text{if } I(p) = i \neq J(p) = j \text{ and } V \leq \beta_m \\
p & \text{otherwise.} \end{cases}$$ (7.24)

We wish to prove that if $P \sim \text{PD}_\theta$ then $F(P) \sim \text{PD}_\theta$ also. Let $g : \Delta_1 \rightarrow \mathbb{R}_+$ be a bounded measurable test function which is symmetric in its arguments (this just means that we can forget about ordering the elements of our sequences). Then, conditioning on $P$, considering the different cases and using the Tower Law, we have
$$\mathbb{E}[g(F(P))] = \mathbb{E} \left[ \mathbb{E} \left[ 1_{V \leq \beta_s} \sum_{i=1}^{\infty} 1_{I(p)=J(p)=i} g(S_{ij}^U P) \Big| P \right] \right]$$
$$+ \mathbb{E} \left[ \mathbb{E} \left[ 1_{V > \beta_s} \sum_{i=1}^{\infty} 1_{I(p)=J(p)=i} g(P) \Big| P \right] \right]$$
$$+ \mathbb{E} \left[ \mathbb{E} \left[ 1_{V \leq \beta_m} \sum_{i \neq j} 1_{I(p)=i} 1_{J(p)=j} g(M_{ij} P) \Big| P \right] \right]$$
$$+ \mathbb{E} \left[ \mathbb{E} \left[ 1_{V > \beta_m} \sum_{i \neq j} 1_{I(p)=i} 1_{J(p)=j} g(P) \Big| P \right] \right].$$ (7.25)

Note that, conditional on $P$, $I(P) = i, J(P) = j$ with probability $P_i P_j$, so that we get
$$\mathbb{E}[g(F(P))] = \beta_s \sum_{i=1}^{\infty} P_i^2 g(S_{ij}^U P) + (1 - \beta_s) \sum_{i=1}^{\infty} P_i^2 g(P)$$
$$+ \beta_m \sum_{i \neq j} P_i P_j g(M_{ij} P) + (1 - \beta_m) \sum_{i \neq j} P_i P_j g(P).$$ (7.26)

Now use the symmetry of $g$ to write
$$g(S_{ij}^U P) = g((P_k U, P_k (1-U), (P_i)_{i \geq 1, i \neq k}))$$ (7.27)
and
$$g(M_{ij} P) = g((P_i + P_j, (P_k)_{k \geq 1, k \neq i,j})).$$ (7.28)
Set \((P_1, P_2, \ldots) = \frac{1}{\sum_{i=1}^{\infty} (\xi_1, \xi_2, \ldots)}\) as in (7.14) to obtain

\[
\mathbb{E}[g(F(P))] = \beta_\kappa \mathbb{E} \left[ \sum_{i=1}^{\infty} \frac{\xi_i^2}{(\sum_{i=1}^{\infty} \xi_i)^2} g \left( \frac{1}{\sum_{i=1}^{\infty} \xi_i} (\xi_i U, (1-U), (\xi_i)_{i \geq 1, i \neq k}) \right) \right]
\]

\[+ (1 - \beta_\kappa) \mathbb{E} \left[ \sum_{i=1}^{\infty} \frac{\xi_i^2}{(\sum_{i=1}^{\infty} \xi_i)^2} g \left( \frac{1}{\sum_{i=1}^{\infty} \xi_i} (\xi_i)_{i \geq 1} \right) \right]
\]

\[+ \beta_m \mathbb{E} \left[ \sum_{i \neq j} \frac{2 \xi_i \xi_j}{(\sum_{k=1}^{\infty} \xi_k)^2} g \left( \frac{1}{\sum_{i=1}^{\infty} \xi_i} (\xi_i + \xi_j, (\xi_k)_{k \geq 1, k \neq i, j}) \right) \right]
\]

\[+ (1 - \beta_m) \mathbb{E} \left[ \sum_{i \neq j} \frac{2 \xi_i \xi_j}{(\sum_{k=1}^{\infty} \xi_k)^2} g \left( \frac{1}{\sum_{i=1}^{\infty} \xi_i} (\xi_i)_{i \geq 1} \right) \right] \tag{7.29}
\]

The Palm formula (Lemma 7.2 (3)) applied to each of the expectations above (twice for the double sums) gives

\[
\mathbb{E}[g(F(P))] = \theta \beta_\kappa \mathbb{E} \left[ \int_{0}^{\infty} x e^{-x} x^2 g \left( \frac{1}{x + \sum_{i=1}^{\infty} \xi_i} (x U, x(1-U), (\xi_i)_{i \geq 1}) \right) dx \right]
\]

\[+ \theta (1 - \beta_\kappa) \mathbb{E} \left[ \int_{0}^{\infty} x e^{-x} x^2 g \left( \frac{1}{x + \sum_{i=1}^{\infty} \xi_i} (x, (\xi_i)_{i \geq 1}) \right) dx \right]
\]

\[+ \theta^2 \beta_m \mathbb{E} \left[ \int_{0}^{\infty} \int_{0}^{\infty} x e^{-x} y e^{-y} x y g \left( \frac{1}{x + y + \sum_{i=1}^{\infty} \xi_i} (x+y, (\xi_i)_{i \geq 1}) \right) dxdy \right]
\]

\[+ \theta^2 (1 - \beta_m) \mathbb{E} \left[ \int_{0}^{\infty} \int_{0}^{\infty} x e^{-x} y e^{-y} x y g \left( \frac{1}{x + y + \sum_{i=1}^{\infty} \xi_i} (x+y, (\xi_i)_{i \geq 1}) \right) dxdy \right] \tag{7.30}
\]

It helps to recognise the densities we are integrating over here (after cancellation). In the first two expectations, which correspond to split proposals, we have the density \(xe^{-x}\) of the Gamma(2,1) distribution. The other density to appear is \(e^{-x}e^{-y}\), which corresponds to a pair of independent standard exponential variables. Using Lemma 7.4 it follows that

\[
\mathbb{E}[g(F(P))] = \theta \beta_\kappa \mathbb{E} \left[ \frac{1}{(\Gamma + \sum_{k=1}^{\infty} \xi_k)^2} g \left( \frac{1}{\Gamma + \sum_{k=1}^{\infty} \xi_k} (\Gamma U, \Gamma(1-U), (\xi_i)_{i \geq 1}) \right) \right]
\]

\[+ \theta (1 - \beta_\kappa) \mathbb{E} \left[ \frac{1}{(\Gamma + \sum_{k=1}^{\infty} \xi_k)^2} g \left( \frac{1}{\Gamma + \sum_{k=1}^{\infty} \xi_k} (\Gamma, (\xi_i)_{i \geq 1}) \right) \right]
\]

\[+ \theta^2 \beta_m \mathbb{E} \left[ \frac{1}{(\Gamma + \sum_{k=1}^{\infty} \xi_k)^2} g \left( \frac{1}{\Gamma + \sum_{k=1}^{\infty} \xi_k} (\Gamma, (\xi_i)_{i \geq 1}) \right) \right]
\]

\[+ \theta^2 (1 - \beta_m) \mathbb{E} \left[ \frac{1}{(\Gamma + \sum_{k=1}^{\infty} \xi_k)^2} g \left( \frac{1}{\Gamma + \sum_{k=1}^{\infty} \xi_k} (\Gamma U, \Gamma(1-U), (\xi_i)_{i \geq 1}) \right) \right] \tag{7.31}
\]

where \(\Gamma \sim \text{Gamma}(2,1)\), independently of \((\xi_i)_{i \geq 1}\). By Lemmas 7.4 and 7.6, \(\Gamma + \sum_k \xi_k\) is Gamma\((2 + \theta, 1)\) distributed and independent of the argument of \(g\) in all of the above expectations. More calculation shows that

\[
\mathbb{E} \left[ \frac{1}{(\Gamma + \sum_{k=1}^{\infty} \xi_k)^2} \right] = \frac{1}{\theta(\theta+1)}, \tag{7.32}
\]
and so we are left with
\[
\mathbb{E}[g(F(P))]| = \frac{\theta \beta_n + \theta^2(1 - \beta_m)}{\theta(\theta + 1)} \mathbb{E} \left[ g \left( \frac{1}{\Gamma + \sum_{k=1}^{\infty} \xi_k} (\Gamma U, \Gamma(1 - U), (\xi_i)_{i \geq 1}) \right) \right] \\
+ \frac{\theta(1 - \beta_n) + \theta^2 \beta_m}{\theta(\theta + 1)} \mathbb{E} \left[ g \left( \frac{1}{\Gamma + \sum_{k=1}^{\infty} \xi_k} (\Gamma, (\xi_i)_{i \geq 1}) \right) \right]. 
\] (7.33)

Next use \( \beta_n = \beta_m \) to get
\[
\theta \beta_n + \theta^2(1 - \beta_m) = \theta^2 \quad \text{and} \quad \theta(1 - \beta_n) + \theta^2 \beta_m = \theta. 
\] (7.34)

So the expression for \( \mathbb{E}[g(F(P))] \) simplifies to
\[
\frac{\theta}{(\theta + 1)} \mathbb{E} \left[ g \left( \frac{1}{\Gamma + \sum_{k=1}^{\infty} \xi_k} (\Gamma U, \Gamma(1 - U), (\xi_i)_{i \geq 1}) \right) \right] \\
+ \frac{1}{\theta(\theta + 1)} \mathbb{E} \left[ g \left( \frac{1}{\Gamma + \sum_{k=1}^{\infty} \xi_k} (\Gamma, (\xi_i)_{i \geq 1}) \right) \right]. 
\] (7.35)

We can re-express this as a sum of expectations as follows:
\[
\frac{1}{\theta(\theta + 1)} \mathbb{E} \left[ \int_0^\infty \int_0^\infty \theta^2 e^{-x} e^{-y} g \left( \frac{1}{x + y + \sum_{k=1}^{\infty} \xi_k} (x, y, (\xi_i)_{i \geq 1}) \right) dz dy \right] \\
+ \frac{1}{\theta(\theta + 1)} \mathbb{E} \left[ \int_0^\infty \theta x e^{-x} g \left( \frac{1}{x + \sum_{k=1}^{\infty} \xi_k} (x, (\xi_i)_{i \geq 1}) \right) dx dy \right]. 
\] (7.36)

Using the Palm formula in the other direction gives
\[
\frac{1}{\theta(\theta + 1)} \mathbb{E} \left[ \sum_{i \neq j} \xi_i \xi_j g \left( \frac{1}{\sum_{k=1}^{\infty} \xi_k} (\xi_k)_{k \geq 1} \right) + \sum_{k=1}^{\infty} \xi_k^2 g \left( \frac{1}{\sum_{k=1}^{\infty} \xi_k} (\xi_k)_{k \geq 1} \right) \right] \\
= \frac{1}{\theta(\theta + 1)} \mathbb{E} \left[ \left( \sum_{k=1}^{\infty} \xi_k \right)^2 g \left( \frac{1}{\sum_{k=1}^{\infty} \xi_k} (\xi_k)_{k \geq 1} \right) \right]. 
\] (7.37)

Once again, \( \sum_{k=1}^{\infty} \xi_k \) is independent of the argument of \( g \). Moreover, it is easily shown that
\[
\mathbb{E} \left[ \left( \sum_{k=1}^{\infty} \xi_k \right)^2 \right] = \theta(\theta + 1), 
\] (7.38)

since it is simply the second moment of a Gamma(\( \theta, 1 \)) random variable. Thus,
\[
\mathbb{E}[g(F(P))]| = \mathbb{E}[g(P)], 
\] (7.39)

from which the result follows.

### 7.4. Split-merge in continuous time.

The dynamics in the next section will be in continuous time, so we close this section by describing a continuous time version of the split-merge process. First, consider the standard Poisson counting process \( (N_t, \ t \geq 0) \), perhaps the simplest continuous time Markov chain. Its trajectories take values in \( \{0, 1, 2, \ldots \} \), are piecewise constant, increasing and right continuous. At each integer \( k \), it is held for an exponentially distributed random time before jumping to \( k + 1 \). Consequently, only finitely many jumps are made during each finite time interval. We say \( N_t \) increments at rate \( 1 \).

Continuous time split-merge is the process \( (P^{N_t}, \ t \geq 0) \) obtained by composing \( (P^k, \ k = 0, 1, 2, 3, \ldots) \) with an independent Poisson counting process. It is a Markov process in \( \Delta_1 \) with the following dynamics. Suppose the present state is \( p \in \Delta_1 \). Attach to each part \( p_i \) an exponential alarm clock of rate \( \beta_n p_i^2 \) and to each
pair \((p_i, p_j)\) of distinct parts a clock of rate \(2\beta_m p_i p_j\). Wait for the first clock to ring. If \(p_i\)'s clock rings first then split \(p_i\) uniformly (i.e. apply \(S_{U_i}^L\) with \(U\) uniform). If the alarm for \((p_i, p_j)\) rings first then apply \(M_{ij}\). In other words, part \(p_i\) splits uniformly at rate \(\beta_s p_i\) and distinct parts \(p_i\) and \(p_j\) merge at rate \(2\beta_m p_i p_j\). Due to the memoryless property of the exponential distribution, once an alarm clock has rung, all of the alarm clocks are effectively reset, and the process starts over from the new state.

More formally, define the rate kernel \(Q : \Delta_1 \times B(\Delta_1) \to [0, \infty)\) by

\[
Q(p, \cdot) := \beta_s \sum_i p_i^2 \int_0^1 \delta_{S_{U_i}^L}(\cdot) du + \beta_m \sum_{i \neq j} p_i p_j \delta_{M_{ij}}(\cdot)
\]

and the (uniformly bounded) ‘rate of leaving’ \(q : \Delta_1 \to [0, \infty)\)

\[
q(p) := Q(p, \Delta_1) = \beta_s \sum_i p_i^2 + \beta_m \sum_{i \neq j} p_i p_j.
\]

Using standard theory (e.g. Proposition 12.20, [31]), there exists a Markov process on \(\Delta_1\), that waits for an \(\text{Exponential}(q(p))\) amount of time in state \(p\) before jumping to a new state chosen according to \(Q(p, \cdot)/q(p)\). Furthermore, since

\[
K_{\beta_s, \beta_m}(p, \cdot) = Q(p, \cdot) + (1 - q(p)) \delta_p(\cdot),
\]

this process is constructed explicitly as \((P^N_t, t \geq 0)\). The coincidence of the invariant measures in discrete and continuous time is immediate.

**Lemma 7.7.** A measure \(\nu \in \mathcal{M}(\Delta_1)\) is invariant for the continuous time process \((P^N_t, t \geq 0)\) if, and only if, it is invariant for \((P^k_t, k = 0, 1, 2, 3, \ldots)\).

8. **Effective split-merge process of cycles and loops**

This section contains an heuristic argument that connects the loop and cycle models of section 6.1 and the split-merge process in section 7.4. The heuristic leads to the conjecture that the asymptotic normalized lengths of the cycles and loops have Poisson-Dirichlet distribution. By looking at the rates of the effective split-merge process, we can identify the parameter of the distribution.

Consider the cycle or loop model on the cubic lattice \(\Lambda_n = \{1, \ldots, n\}^d\) in \(\mathbb{Z}^d\). As hinted at in section 6.1, we expect that macroscopic cycles emerge for inverse temperatures \(\beta\) large enough as \(n \to \infty\). Of course, we believe this also holds for any sequence of sufficiently connected graphs \((\Lambda_n)\) with diverging number of vertices, but for simplicity we restrict attention to cubic lattices. Furthermore, since the same arguments apply to both the cycle and loop models, we focus on cycles and only mention the modifications for loops when necessary.

Denote by \(\lambda(i)\) the length of the \(i^{th}\) longest cycle, and recall that \(\eta_{\text{macro}}(\beta)\) is the fraction of sites lying in macroscopic cycles (see Section 4.4).

**Conjecture 8.1.** Suppose \(d \geq 3\). There exists \(\beta_c > 0\) such that for \(\beta > \beta_c\):

(a) The fractions of sites in infinite and macroscopic cycles (or loops) approach the same typical value, and

\[
\eta := \eta_{\infty}(\beta) = \eta_{\text{macro}}(\beta) > 0.
\]
(b) The vector of ordered normalised cycle lengths
\[ \left( \frac{\lambda(1)}{\eta n^d}, \frac{\lambda(2)}{\eta n^d}, \ldots \right) \]
converges weakly to a random variable $\xi$ in $\Delta_1$ as $n \to \infty$.

Assuming the conjectured result is true, what is the distribution of $\xi$? In some related models (the random-cluster model), $\xi$ has been found to be the trivial (and non-random!) partition $(1, 0, 0, \ldots)$. However, we conjecture that there are many macroscopic cycles in our model (rather than a unique giant cycle) and that their relative lengths can be described explicitly by the Poisson-Dirichlet distribution.

**Conjecture 8.2.** The distribution of $\xi$ in Conjecture 8.1 (b) is $\text{PD}_\theta$ for an appropriate choice of $\theta$.

The rest of this section is concerned with justifying this conjecture. The reader may guess what the parameter $\theta$ should be. We will tease it out below and identify it in section 8.4.

See Section 6.3 for a summary of rigorous results by Schramm to support this conjecture on the complete graph.

**8.1. Burning and building bridges.** Recall that $\mathbb{P}_{\lambda_n, \beta, \vartheta}$ denotes the probability measure for either the loop or cycle model. We define an ergodic Markov process on $\Omega$ with $\mathbb{P}_{\lambda_n, \beta, \vartheta}$ as invariant measure. The process evolves by adding or removing bridges to the current configuration. Conveniently, the effect of such an operation is to either split a cycle or merge two cycles.

**Lemma 8.1.** Suppose $\omega \in \Omega$ and $\omega'$ is $\omega$ with either a bridge added (i.e. $\omega' = \omega \cup \{(e, t)\}$ for some $(e, t) \in E \times [0, \beta]$) or a bridge removed (i.e. $\omega' = \omega - \{(e, t)\}$ for some $(e, t) \in \omega$). Then $C(\omega')$ is obtained by splitting a cycle or merging two cycles in $C(\omega)$. Similarly, $L(\omega')$ is obtained by a split or merge in $L(\omega)$.

The point is that adding or removing a bridge never causes, for example, several cycles to join, a cycle to split into many pieces or the cycle structure to remain unchanged.

![Figure 8](image_url)

**Figure 8.** Adding or removing bridges always split or merge cycles. Up to topological equivalence, this figure lists all possibilities.

The Lemma is most easily justified by drawing pictures for the different cases. Suppose that we add a new bridge. Either both endpoints of the new bridge belong to the same cycle or two different cycles. In the former case, the cycle is split and we say the bridge is a self-contact. In the latter case, the two cycles are joined and the bridge is called a contact between the two cycles. This is illustrated in Figure 8 for cycles and Figure 9 for loops.
Suppose that we remove an existing bridge. Again, either both of the bridge’s endpoints belong to the same cycle (self-contact) or they are in different cycles (contact between the two cycles). In the former case, removal splits the cycle and in the latter, the two cycles are joined.

As this argument hints, it is helpful to formally define the ‘contacts’ between cycles. Suppose that \( \gamma \in C(\omega) \) is a cycle. Recall from Section 3.1 that this means \( \gamma(\tau) = (x(\tau), t(\tau)), \tau \geq 0 \) is a closed trajectory in \( V \times [0, \beta] \) per, where \( x \) is piecewise constant and has a jump discontinuity across the edge \( e = (x(\tau-), x(\tau)) \in \mathcal{E} \) at time \( \tau \) if, and only if, the bridge \( (e, t(\tau)) \) is present in \( \omega \). Such bridges are called self contact bridges, the set of which is denoted \( B_\gamma \). Removing a bridge from \( B_\gamma \subset \omega \) causes \( \gamma \) to split.

![Figure 9. Same as Figure 8, but for loops instead of cycles.](image)

The self contact zone \( \mathcal{C}_\gamma \) of \( \gamma \) is the set of \( (e, \tau) \in \mathcal{E} \times [0, \beta] \) for which \( e = (x(\tau), x(\tau + j\beta)) \) for some integer \( j \), i.e. the \( (e, \tau) \) bridge touches different legs of \( \gamma \)’s trajectory and so adding a bridge from \( \mathcal{C}_\gamma \) splits \( \gamma \).

The contact bridges \( B_{\gamma, \gamma'} \) and zones \( \mathcal{C}_{\gamma, \gamma'} \) between distinct cycles \( \gamma, \gamma' \in C(\omega) \) are defined similarly. Specifically, \( B_{\gamma, \gamma'} \subset \omega \) is comprised of bridges in \( \omega \) that are traversed by \( \gamma = (x, t) \) and \( \gamma' = (x', t') \), i.e. \( (e, \tau) \in \omega \) such that \( e = (x(t + j_1\beta), x'(t + j_2\beta)) \) for some integers \( j_1, j_2 \). Removal of a bridge in \( B_{\gamma, \gamma'} \) causes \( \gamma \) and \( \gamma' \) to merge.

\( \mathcal{C}_{\gamma, \gamma'} \) is the set of \( (e, \tau) \in \mathcal{E} \times [0, \beta] \) such that \( e = (x(t + j_1\beta), x(t + j_2\beta)) \) for some \( j_1, j_2 \), i.e. those bridges that would merge \( \gamma \) and \( \gamma' \). Note that the contact (and self contact) zones partition \( \mathcal{E} \times [0, \beta] \) while the contact bridges partition \( \omega \).

8.2. Dynamics. The promised \( P_{\Lambda, \beta, \varphi} \)-invariant Markov process, denoted \( (X_t)_{t \geq 0} \) is defined as follows. Suppose that \( \alpha > 0 \).

- A new bridge appears in \( (e, dt) \) at rate \( \varphi^{\alpha} dt \) if its appearance causes a cycle to split and at rate \( \varphi^{-\alpha} dt \) if it causes two cycles to join.
- An existing bridge is removed at rate \( \varphi^{1-\alpha} \) if its removal causes a cycle to split and at rate \( \varphi^{-(1-\alpha)} \) if its removal causes two cycles to join.
- No other transitions occur.

The rates are not uniformly bounded, so a little effort is required to check \( X \) is well behaved (does not ‘explode’). Accepting this, we can show \( X \) is actually reversible with respect to our cycle model.

**Lemma 8.2.** The unique invariant measure of \( X \) is \( P_{\Lambda, \beta, \varphi} \).

The proof is straightforward and so we omit it.

In the sequel we take \( \alpha = 1/2 \), so that adding and removing bridges occur at the same rates.
8.3. Heuristic for rates of splitting and merging of cycles. As we know, adding or removing bridges causes cycles to split or merge so the dynamics \((C(X_t), t \geq 0)\) that \(X\) induces on cycles is a kind of coagulation-fragmentation process. However, these dynamics are not Markovian and depend on the underlying process in a complicated manner. Ideally we would like a simpler, more transparent description for the dynamics. The first step towards this is to rewrite the transition rates for \(X\) in terms of the contact zones and bridges.

Suppose that \(X\) is currently in state \(\omega \in \Omega\). A cycle \(\gamma \in C(\omega)\) splits if either a bridge from \(C_{\gamma}\) is added, or a bridge from \(B_{\gamma} \subset \omega\) is removed. The total rate at which these transitions occur is
\[
\sqrt{\vartheta} \left( |B_{\gamma}| + |C_{\gamma}| \right),
\]
where \(|C_{\gamma}| = \sum_{e \in E} \text{Leb}(\{ t \in [0, \beta] : (e, t) \in C_{\gamma} \})\) is the (one-dimensional) Lebesgue measure of the self contact zone. Two distinct cycles \(\gamma\) and \(\gamma'\) merge if a bridge from \(C_{\gamma,\gamma'}\) is added or one from \(B_{\gamma,\gamma'}\) removed. The combined rate is
\[
\sqrt{\vartheta}^{-1} \left( |B_{\gamma,\gamma'}| + |C_{\gamma,\gamma'}| \right),
\]
where \(|C_{\gamma,\gamma'}| = \sum_{e \in E} \text{Leb}(\{ t \in [0, \beta] : (e, t) \in C_{\gamma,\gamma'} \})\).

8.3.1. Heuristics. We believe that, for suitably connected graphs and large enough \(\beta\), cycles should be macroscopic. The trajectories of these cycles should spread evenly over all edges and vertices in the graph. In particular, macroscopic cycles should come into contact with each other many times and we expect some averaging phenomenon to come into play. The longer a cycle is, on average, the more intersections with other cycles it should have. In particular, we believe the contact zone between two macroscopic cycles should have size proportional to the cycles' length.

That is, if \(\gamma\) and \(\gamma'\) are cycles with lengths \(\lambda\) and \(\lambda'\) respectively then there is a ‘law of large numbers’
\[
|C_{\gamma}| \sim \frac{1}{2} c_2 \lambda^2, \quad |B_{\gamma}| \sim \frac{1}{2} c_1 \lambda^2
\]
and
\[
|C_{\gamma,\gamma'}| \sim c_2 \lambda \lambda', \quad |B_{\gamma,\gamma'}| \sim c_1 \lambda \lambda',
\]
for constants \(c_1\) and \(c_2\) (the notation \(X \sim Y\) means that the ratio of the random variables converges to 1 in probability as \(\Lambda_n\) grows).

The constants may depend on \(\vartheta\) and \(\beta\) and the graph geometry. We believe they are linear in \(\beta\) but do not depend on \(\vartheta\). Note that the size of the contact zones can be calculated easily for the complete graph. We get
\[
|C_{\gamma,\gamma'}| = \beta \lambda \lambda', \quad |C_{\gamma}| = \frac{\beta}{2} \lambda (\lambda - 1).
\]

In the case \(\vartheta = 1\), we also have numerical support for
\[
|B_{\gamma,\gamma'}| \sim \beta \lambda \lambda', \quad |B_{\gamma}| \sim \frac{\beta}{2} \lambda^2.
\]

8.4. Connection to uniform split-merge. Continuing with the heuristic, \(C(X)\) is ‘nearly’ a Markov process in which cycles split and merge. Substituting (8.3) into (8.1) and (8.4) into (8.2), and multiplying by \(2\sqrt{\vartheta}(c_1 + c_2)\) (which just changes the speed of the process, not its invariant measure) we see that a cycle of length \(\lambda\) splits at rate \(\vartheta \lambda^2\), while two cycles with lengths \(\lambda\) and \(\lambda'\) merge at rate \(2\lambda \lambda'\). There seems no reason to suppose that splits are not uniform.
Suddenly there are many similarities between $C(X)$ and the continuous time split-merge process of section 7.4. This suggests that Poisson-Dirichlet $\text{PD}_\theta$ is lurking somewhere in the normalised cycle length distribution. What is the right choice of the parameter $\theta$?

Write $\vartheta = \beta_s/\beta_m$, $\beta_s, \beta_m \in (0,1]$ and multiply the rates by $\beta_m$ to see that a cycle of length $\lambda$ splits uniformly at rate $\beta_s \lambda^2$, while two cycles with lengths $\lambda$ and $\lambda'$ merge at rate $2\beta_m \lambda \lambda'$. Up to the normalising factor (which is close to the constant $\eta_{\text{macro}}(\Lambda_n)$), these are exactly the rates in section 7.4. Thus, the parameter $\theta$ should be equal to $\vartheta$. This fact was initially not obvious.
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