Remarks on the Additivity Conjectures for Quantum Channels
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Abstract. In this article we present the statements of the additivity conjectures for quantum channels, together with some brief history and context. The conjectures were recently shown to be false in general, and we include a review of the state of knowledge concerning counterexamples. The article concludes with a short list of current open questions and topics of research arising out of the additivity problem.

1. Introduction

Quantum information theory (QIT) has emerged in the last two decades as a vibrant and exciting field of research. As well as providing a novel perspective on quantum theory, the field has generated new conjectures and results in mathematics. The particular focus of this article is the family of related questions known as the additivity conjectures. These conjectures emerged from the attempt to find a closed form expression for the information-carrying capacity of a noisy quantum channel. There has been much progress toward this goal, but there are still many interesting questions which are the subject of current research. The reader is referred to the papers [8, 32, 33] for a fuller account of the early history of this topic.

The most significant recent result is Hastings’ proof of the existence of counterexamples to the additivity conjectures [27]. It might have been expected that this result would kill the problem, but in fact it has stimulated further research toward finding explicit counterexamples, and has generated new questions about the extent and typicality of the additivity violations that can occur. The purpose of this article is to state and explain the additivity conjectures, and to indicate some directions of current research. There is no attempt to provide a completely comprehensive survey of all research in this field, however it is hoped that enough references are provided to allow easy access to the literature. Progress is rapid, so
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the state of current research presented here is a snapshot, and may be soon out of date.

2. Quantum channels

The basic object of study in quantum information theory is the quantum channel. Quantum channels arise naturally in several different ways; as a physical description of decoherence, as the quantum analog of Shannon’s notion of a discrete memoryless channel, and as a natural class of maps on matrix algebras. We shall quickly review these three descriptions below, starting with the mathematical definition.

2.1. Quantum channel as a completely positive map on a matrix algebra. Stinespring defined completely positive maps in the context of $C^*$-algebras [48]. Here we restrict attention to maps on finite-dimensional matrix algebras (see [11] for more details). Let $M_n$ denote the algebra of complex $n \times n$ matrices.

Definition 2.1. A linear map $\Phi : M_n \to M_m$ is called completely positive (or CP) if $\Phi \otimes I_k : M_n \otimes M_k \to M_m \otimes M_k$ is positivity preserving for every $k \geq 1$, where $I_k$ is the identity map on $M_k$.

Various characterizations of CP maps are known, we will describe several. The first is the existence of a Kraus representation. Namely, a map $\Phi : M_n \to M_m$ is CP if and only if there are $m \times n$ matrices $A_1, \ldots, A_K$ such that for all $M \in M_n$,

$$\Phi(M) = \sum_{i=1}^{K} A_i M A_i^*$$

(2.1)

The matrices $\{A_i\}$ are known as Kraus operators for the map $\Phi$. The Kraus representation is not unique, however if $A_1, \ldots, A_K$ and $B_1, \ldots, B_L$ are both Kraus representations for the same map $\Phi$ with $K \leq L$ then there is a $K \times L$ matrix $W = (w_{ij})$ such that

$$A_i = \sum_j w_{ij} B_j, \quad WW^* = I_K$$

(2.2)

Furthermore there is a Kraus representation with $K \leq nm$.

Stinespring’s original definition of a CP map was expressed in the Heisenberg representation, namely as an operator on the observables of a quantum system. In the following we will use the Schrödinger representation, and regard a CP map as acting on the states of a quantum system. We first review some definitions of quantum systems and states.

Let $\mathcal{H}$ be the Hilbert space of a finite-dimensional quantum system, thus $\mathcal{H} = \mathbb{C}^n$ for some $n$. We denote by $\mathcal{S}(\mathcal{H}) \subset M_n$, the set of states on $\mathcal{H}$, that is the convex set of positive semidefinite operators with trace one. A state is pure if it has rank one, otherwise it is mixed. The pure states are the extreme points of $\mathcal{S}(\mathcal{H})$.

If $\rho$ is a quantum state and $\Phi$ is a CP map acting on $\mathcal{S}(\mathcal{H})$ then $\Phi(\rho)$ is required to also be a state, that is a positive semidefinite matrix with trace 1. The CP condition ensures that $\Phi(\rho) \geq 0$, but in order to preserve probabilities the map $\Phi$ is also required to be trace-preserving (TP). Thus a quantum channel is finally defined to be a CPTP map between matrix algebras.
Definition 2.2. A linear map $\Phi : M_n \to M_m$ is called a quantum channel if $\Phi$ is completely positive and trace preserving (CPTP).

For a CPTP map $\Phi$, the matrices in the Kraus representation (2.1) must satisfy the condition
\begin{equation}
\sum_{i=1}^{K} A_i^* A_i = I_n
\end{equation}

The Stinespring Dilation Theorem [48] implies a second way to describe a quantum channel, namely as an isometric embedding followed by a partial trace. Let $W : \mathbb{C}^n \to \mathbb{C}^d \otimes \mathbb{C}^m$ be an isometric embedding, that is a linear map satisfying $W^*W = I$, and define $\Phi : M_n \to M_m$ by
\begin{equation}
\Phi(\rho) = \text{Tr}_{\mathcal{E}} W \rho W^*
\end{equation}

Every quantum channel $\Phi : M_n \to M_m$ can be described in this way with some choice of $W$ and $d$. In particular, if the channel $\Phi$ is presented by a Kraus representation as in (2.1), then taking $d = K$ and
\begin{equation}
W = \begin{pmatrix}
A_1 \\
A_2 \\
\vdots \\
A_K
\end{pmatrix}
\end{equation}
gives the representation (2.4).

2.2. Quantum channels as models for decoherence. This section describes a physical interpretation of quantum channels (this material is explained in detail in many places, two excellent sources being the text by Nielsen and Chuang [42], and the online notes of J. Preskill’s course at CalTech). Consider a bipartite quantum model with state space $\mathcal{H} \otimes \mathcal{E}$, where $\mathcal{H}$ is the state space of our system (which we can control and measure, at least to some extent), and where $\mathcal{E}$ is the state space of the environment, which is outside our control. In the Schrödinger picture, the dynamics of the coupled system is governed by an interaction Hamiltonian $H$ leading to the state evolution
\begin{equation}
\theta \mapsto e^{-iHt/\hbar} \theta e^{iHt/\hbar} = U \theta U^*
\end{equation}

where $U = e^{-iHt/\hbar}$ (we henceforth suppress the time dependence as we are not concerned with dynamics, but rather with the description of the system at a fixed time). In quantum theory an observable is represented by a Hermitian operator acting on the state space. A local observable $A$ of the system $\mathcal{H}$ acts on the coupled system as $A \otimes I$, where $I$ is the identity operator on $\mathcal{E}$. The expected value of the result of a measurement of $A \otimes I$ in the state $U \theta U^*$ is
\begin{equation}
\text{Tr} [(A \otimes I) U \theta U^*] = \text{Tr}_{\mathcal{H}} A \rho
\end{equation}

where $\rho$ is the reduced density matrix of the system given by
\begin{equation}
\rho = \text{Tr}_{\mathcal{E}} [U \theta U^*]
\end{equation}

Here $\text{Tr}_{\mathcal{E}}$ is the partial trace over the environment state space, and $\text{Tr}_{\mathcal{H}}$ is the partial trace over the system. Thus $\rho$ contains all information about the state of the coupled system which can be accessed by local measurements.
Suppose now that the system is prepared in a state $\sigma$ (this assumes that the experimenter can isolate the system from its environment for long enough to prepare the state). Then the initial state of the coupled system will be a product $\sigma \otimes \omega$ where $\omega$ is some state of the environment. Thus $\rho$ in (2.8) can be viewed as the result of a linear map applied to the initial state $\sigma$:

$$
\rho = \text{Tr}_E [U (\sigma \otimes \omega) U^*] = \Phi(\sigma)
$$

which serves as the definition of the map $\Phi$. In general $\Phi$ maps pure states into mixed states, which corresponds to our view of decoherence as introducing noise into a system through entanglement with the environment. From the definition (2.9) it follows that $\Phi$ is trace-preserving and completely positive, and thus $\Phi$ is a quantum channel. In the case where $\omega$ is a pure state it can be seen that (2.9) is equivalent to the formulation (2.4), with the same input and output spaces (if $\omega$ is a mixed state then $\Phi$ can still be written in the form (2.4) but with a larger environment).

2.3. Quantum channel as an information device. Shannon’s model of a discrete memoryless channel [44] is based on the notion that an information source can be viewed as a stochastic process, producing strings of random letters drawn from a source alphabet. Such a string is then transmitted through a channel, and the output of the channel is another stochastic process which is correlated with the input. The simplest assumption to make is that the channel acts independently on each letter, randomly changing it according to a fixed transition matrix $\{p_{ij}\}$.

That is, letting $X$ denote the input and $Y$ the output letters,

$$
P(Y = j|X = i) = p_{ij}, \quad \sum_j p_{ij} = 1
$$

If $X$ is a random variable with distribution $\pi_i = P(X = i)$, then the distribution of $Y$ is given by

$$
q_j = P(Y = j) = \sum_i \pi_i p_{ij}
$$

From this point of view a discrete memoryless channel is a linear map $T$ on probability distributions $\pi = (\pi_1, \pi_2, \ldots)$:

$$
T : \pi \mapsto q, \quad q_j = T(\pi)_j = \sum_i \pi_i p_{ij}
$$

The channel acts independently on successive letters in the input string:

$$
P(Y_1 = j_1, \ldots, Y_m = j_m|X_1 = i_1, \ldots, X_m = i_m) = p_{i_1,j_1} \cdots p_{i_m,j_m}
$$

This can be expressed as the action of the $m$-fold product map $T^\otimes m$ on input product distributions: letting $\pi(X)$ denote the distribution of the input letter $X$,

$$
T^\otimes m(\pi(X_1) \times \cdots \times \pi(X_m)) = T(\pi(X_1)) \times \cdots \times T(\pi(X_m))
$$

By linearity the map $T^\otimes m$ extends uniquely to a map on the set of all probability distributions on $m$-letter input strings, and it is straightforward to check that this map is also a channel.

This viewpoint on a classical channel leads directly to the definition of a quantum channel as a linear map on quantum states. Namely, let $\mathcal{H}_{in}$ and $\mathcal{H}_{out}$ be the input and output state spaces of the channel. Then the set of states $S(\mathcal{H}_{in})$
is the quantum analog of the set of input probability distributions for the classical channel \( T \), and similarly \( \mathcal{S}(\mathcal{H}_{\text{out}}) \) is the analog of the output distributions. Thus a quantum channel is a linear map
\[
\Phi : \mathcal{S}(\mathcal{H}_{\text{in}}) \rightarrow \mathcal{S}(\mathcal{H}_{\text{out}})
\]
(2.15)
Physical considerations imply that \( \Phi \) should be trace-preserving and positivity preserving. Furthermore, as in the case of a classical channel, the quantum channel acts independently on successive states in a string of inputs; letting \( \rho_1, \dots, \rho_m \) denote the input states, the output string is
\[
\Phi \otimes^m (\rho_1 \otimes \cdots \otimes \rho_m) = \Phi(\rho_1) \otimes \cdots \otimes \Phi(\rho_m)
\]
(2.16)
As in the classical case, by linearity the map \( \Phi \otimes^m \) extends to a map on the states of the full tensor product of input spaces \( \mathcal{H}_{\text{in}}^\otimes^m \). However, unlike in the classical case, it does not follow automatically that \( \Phi \otimes^m \) is itself a quantum channel. This requires the additional assumption that \( \Phi \) is completely positive.

3. The capacity of a quantum channel

3.1. Classical channel. Shannon defined the capacity of a discrete memoryless channel as the maximum rate for transmission of information through the channel [44]. This maximum rate is approached by encoding the information in input strings which are sufficiently different that the resulting output strings can be reliably distinguished. By using longer and longer strings to encode the information, the maximum rate can be asymptotically approached. Furthermore, Shannon provided an explicit formula for this maximum rate. Suppose that the input letters \( X \) have distribution \( \{\pi_i\} \) and the channel matrix is \( \{p_{ij}\} \), then the mutual information of the input and output is defined as
\[
I(X,Y) = \sum_{i,j} \pi_i p_{ij} \log \frac{p_{ij}}{q_j}
\]
(3.1)
where again \( \{q_j\} \) is the distribution of the channel output \( Y \). Shannon proved that the maximum rate for information transmission using the channel \( \Phi \) with input source \( X \) is \( I(X,Y) \). Following this, the classical channel capacity \( C_{\text{class}} \) is defined to be the maximum of \( I(X,Y) \) over all possible distributions of \( X \), that is
\[
C_{\text{class}}(T) = \sup_{\pi_i} I(X,Y)
\]
(3.2)

3.2. Shannon capacity of quantum channel. The capacity of a quantum channel is defined by viewing it as a particular realization of a classical channel. That is, one considers the use of the channel for transmission of a signal composed of a string of letters drawn from a finite alphabet. Transmission is achieved by first encoding the input signal in a quantum state, then allowing the channel to act on the state, and finally measuring the output state in order to recover the information.

In the simplest protocol each letter \( i \) of the input alphabet is encoded as a quantum state \( \rho_i \) in the input space \( \mathcal{H}_{\text{in}} \). This input state is mapped by the channel to an output state \( \Phi(\rho_i) \). At the output a measurement is performed. Recall that in quantum theory a measurement is defined by a POVM, that is a collection of positive semidefinite matrices \( E_1, \ldots, E_k \) satisfying \( \sum_{j=1}^k E_j = I \). When applied to the output state \( \Phi(\rho_i) \), this measurement returns the index \( j \) with probability
The classical channel is thus constructed by choosing a set of states \( \{ \rho_i \} \) to encode the input letters, and choosing a POVM \( \{ E_j \} \) to measure the output. The transition matrix of the channel is

\[
p_{ij} = \text{Tr} \, E_j \, \Phi(\rho_i)
\]

Now the formula (3.2) provides the capacity of this channel. The Shannon capacity of \( \Phi \) is then defined to be the maximum of this capacity taken over all choices of input encoding states and output measurements, that is

\[
C_{\text{Shan}}(\Phi) = \sup_{\rho_i, E_j} C_{\text{class}}(T)
\]

where \( T \) is the classical channel with transition matrix (3.3). Note that the number of input states and the number of POVM elements is not fixed on the right side of (3.4), and the supremum includes a search over all sizes of these sets (though there are dimension-dependent bounds for the number of states and POVM elements needed).

### 3.3. Entangled inputs and outputs

However this is not the end of the story. In the formula (3.4) there is an implicit assumption about the way that input strings are encoded, namely as products drawn from a fixed set of states. For example, suppose that the alphabet is \( \{0, 1\} \), and we want to efficiently transmit the four strings \( \{00, 01, 10, 11\} \). Using the above product state protocol we would select two input states \( \rho_0, \rho_1 \) and encode these strings as the product states

\[
00 \mapsto \rho_0 \otimes \rho_0, \quad 01 \mapsto \rho_0 \otimes \rho_1, \quad 10 \mapsto \rho_1 \otimes \rho_0, \quad 11 \mapsto \rho_1 \otimes \rho_1
\]

Then at the output we select a POVM \( \{ E_0, E_1 \} \) which tries to distinguish the states \( \Phi(\rho_0) \) and \( \Phi(\rho_1) \). The average error probability for these four strings will be

\[
p_e = \frac{1}{4} \sum_{i,j=0}^1 [1 - \text{Tr} \, E_i \, \Phi(\rho_i) \, \text{Tr} \, E_j \, \Phi(\rho_j)]
\]

However there may be another way to encode and decode the strings that produces a smaller error probability. For example, the four input strings could be encoded using the four Bell states: these are defined as [42]

\[
\begin{align*}
|\beta_{00}\rangle &= \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \\
|\beta_{01}\rangle &= \frac{1}{\sqrt{2}} (|01\rangle + |10\rangle) \\
|\beta_{10}\rangle &= \frac{1}{\sqrt{2}} (|00\rangle - |11\rangle) \\
|\beta_{11}\rangle &= \frac{1}{\sqrt{2}} (|01\rangle - |10\rangle)
\end{align*}
\]

The encoding would then be

\[
00 \mapsto |\beta_{00}\rangle \langle \beta_{00}|, \quad 01 \mapsto |\beta_{01}\rangle \langle \beta_{01}|, \quad 10 \mapsto |\beta_{10}\rangle \langle \beta_{10}|, \quad 11 \mapsto |\beta_{11}\rangle \langle \beta_{11}|
\]

Furthermore at the output we may also select a POVM that projects onto states which are entangled across the outputs. So we choose a POVM \( \{ E_{00}, E_{01}, E_{10}, E_{11} \} \)
where $\sum_{i,j} E_{ij} = I \otimes I$. Then the average error probability becomes

\begin{equation}
p'_e = \frac{1}{4} \sum_{i=0}^{1} [1 - \text{Tr} E_{ij}(\Phi \otimes \Phi)(|\beta_{ij}\rangle\langle \beta_{ij}|)]
\end{equation}

If $p'_e < p_e$ for any choice of single-letter protocols $\{\rho_i, E_i\}$ then we may increase the channel capacity beyond $C_{\text{Shan}}(\Phi)$ by encoding input strings with this entangled protocol, thus implying that

\begin{equation}
C_{\text{Shan}}(\Phi \otimes \Phi) > 2 C_{\text{Shan}}(\Phi)
\end{equation}

The existence of channels satisfying the superadditivity property (3.9) was demonstrated in Holevo’s 1973 paper [31].

In general, it is possible to encode an input string using a state which is entangled across multiple channel inputs, and it is possible to use a POVM which uses operators which are entangled across the channel outputs. When such entangled encodings and measurements are considered over $n$ uses of the channel the resulting capacity is

\begin{equation}
\frac{1}{n} C_{\text{Shan}}(\Phi \otimes^n)
\end{equation}

(The factor $1/n$ is needed because we consider information transfer per channel use). By allowing $n$ to increase arbitrarily we reach the ‘ultimate’ capacity which is given by

\begin{equation}
C_{\text{ult}}(\Phi) = \lim_{n \to \infty} \frac{1}{n} C_{\text{Shan}}(\Phi \otimes^n)
\end{equation}

Note that for a classical channel $T$ superadditivity does not occur, and thus $C_{\text{ult}}(T) = C_{\text{class}}(T)$.

3.4. The Holevo capacity. The Holevo capacity of the channel $\Phi$ is defined as [31, 32, 33]

\begin{equation}
\chi(\Phi) = \sup_{\rho_i, \rho_i} \left[ S \left( \Phi \left( \sum_i p_i \rho_i \right) \right) - \sum_i p_i S(\Phi(\rho_i)) \right]
\end{equation}

where the sup on the right side runs over all input ensembles for the channel, and where $S(\cdot)$ is the von Neumann entropy (the function inside the sup is convex and hence the ensemble may be assumed to consist of pure states). Holevo proved the following bound for the Shannon capacity:

\begin{equation}
C_{\text{Shan}}(\Phi) \leq \chi(\Phi)
\end{equation}

(this bound had also appeared in earlier work [25], [40]). The Holevo capacity was given an operational meaning through the later work of Hausladen et al [28], Holevo [33], and Schumacher and Westmoreland [43], who proved that $\chi(\Phi)$ is equal to a restricted version of the capacity $C_{\text{ult}}(\Phi)$. The restricted version is obtained by allowing entangled measurements at the output for multiple channel uses, but allowing only product input states. It follows that

\begin{equation}
\chi(\Phi) \leq C_{\text{ult}}(\Phi)
\end{equation}
Furthermore the entangled input states may be re-introduced by considering multiple channel uses, thus leading to

\[ C_{\text{ult}}(\Phi) = \lim_{n \to \infty} \frac{1}{n} \chi(\Phi \otimes^n) \]  

(3.15)

4. The additivity conjectures

4.1. The additivity conjecture for Holevo capacity. The original additivity conjecture [7] was to the effect that the regularization is unnecessary in (3.15), meaning that it can be replaced by the simpler ‘one-shot’ formula

\[ C_{\text{ult}}(\Phi) = \chi(\Phi) \]  

(4.1)

Equivalently, the function \( \chi \) is additive over \( n \)-fold tensor products:

\[ \chi(\Phi \otimes^n) = n \chi(\Phi) \]  

(4.2)

A slightly generalized version of this soon became the standard additivity conjecture: for any two quantum channels \( \Phi \) and \( \Omega \),

\[ \chi(\Phi \otimes \Omega) = \chi(\Phi) + \chi(\Omega) \]  

(4.3)

There is an operational meaning for this conjecture. It says that the channel capacity is achieved using coding on product states only, in other words using entangled input states for the channel does not increase the capacity. It was known that entangled measurements at the output are necessary to achieve the Holevo capacity, and hence also the full channel capacity, but this conjecture implies that the input states can always be chosen from an ensemble consisting only of product states.

4.2. Equivalence to other additivity conjectures. In a quest for new approaches to the additivity problem, the minimal output entropy and minimal output Renyi entropy were studied. These are:

\[ S_{\text{min}}(\Phi) = \inf_{\rho} S(\Phi(\rho)) \]  

and for \( p > 1 \)

\[ S_{p,\text{min}}(\Phi) = \inf_{\rho} \frac{1}{1-p} \log \text{Tr}(\Phi(\rho)^p) \]  

(4.4)

(4.5)

Note that \( \lim_{p \to 1} S_{p,\text{min}}(\Phi) = S_{\text{min}}(\Phi) \). The additivity conjecture is: for all channels \( \Phi \) and \( \Omega \), and all \( p \geq 1 \)

\[ S_{p,\text{min}}(\Phi \otimes \Omega) = S_{p,\text{min}}(\Phi) + S_{p,\text{min}}(\Omega) \]  

(4.6)

The question of additivity of minimal output entropy was posed in the paper [39], where it was conjectured that this would provide an indirect way to attack the additivity problem for Holevo capacity. This approach was confirmed in 2002 by Shor [47], who proved the equivalence of several additivity conjectures, including additivity of Holevo capacity and additivity of minimal output von Neumann entropy (this result involved also the entanglement of formation but we will not consider that quantity here).

Following an influential article by Amosov, Holevo and Werner [4], it was believed that a promising method for proving additivity of minimal output entropy was to prove first (4.6) for \( p > 1 \), and then hope to recover additivity in the limit \( p \to 1 \). For some special classes of channels this turned out to be a fruitful approach, and led to proofs of additivity, as the following list of papers shows: [1],

...
5. The counterexamples

As mentioned above the additivity conjectures are now known to be false. Historically the minimal Renyi entropy was first shown to be non-additive [49] for large values of $p$, with successive counterexamples lowering the value, until finally it was shown for all $p > 1$ [30]. The final breakthrough came when Hastings [27] proved the existence of counterexamples at $p = 1$, thereby disproving the original conjectures.

The first family of counterexamples was discovered by Werner and Holevo [49]. These channels are highly structured and symmetric, and this suggested that the search for counterexamples should be directed toward similarly special classes. However the breakthrough came with A. Winter’s 2007 paper [50] where counterexamples for all $p > 2$ were proven using random channels. The channels were random unitary channels of the form

$$\Phi(\rho) = \frac{1}{N} \sum_{i=1}^{N} U_i \rho U_i^*$$

where $U_i$ are randomly selected $d \times d$ unitary matrices. Winter’s key observation was that for any choice of random unitaries the product channel $\Phi \otimes \Phi$ when applied to the maximally entangled state has a large eigenvalue, and that this in turn gives a useful upper bound for $S_{\min}(\Phi \otimes \Phi)$. When combined with a lower bound for $S_{\min}(\Phi) = S_{\min}(\Phi^*)$ this provides the contradiction to additivity. The hard part of the proof is finding a good lower bound for $S_{\min}(\Phi)$. Winter’s method was non-constructive, and used a randomized argument to imply the existence of such channels. This randomizing argument was extended by Hayden and Winter in the paper [30], where it was used to prove the existence of counterexamples for all $p > 1$.

There was a brief hope that additivity might hold for $p \leq 1$, but counterexamples to this conjecture were also found [15].

Shortly afterwards Hastings [27] extended the reach of the counterexamples by introducing some new ideas and techniques. He adopted the same general approach of looking at product channels of the form $\Phi \otimes \Phi$ where $\Phi$ is a random unitary channel. His main contribution was to find improved lower bounds for $S_{\min}(\Phi)$. Again the argument is based on a randomized technique and is non-constructive. By exploiting the explicit form of the eigenvalue distribution for the reduced density matrix of a random pure bipartite state, combined with a novel idea for estimating the probability of low entropy output states, Hastings was able to prove the existence of channels for which minimal output entropy is non-additive.

6. Current directions of research and open problems

6.1. Explicit counterexamples. As mentioned before, Werner and Holevo found explicit channels which violate additivity of minimal Renyi entropy for all $p > 4.79$. Recently, Grudka, Horodecki and Pankowski [26] have found explicit channels which violate additivity of Renyi entropy for all $p > 2$. It is very tempting to believe now that explicit examples at $p = 1$ may be found soon.
6.2. Random subspaces and channels. Hayden, Leung and Winter [29] investigated the entanglement properties of random subspaces, using concentration of measure arguments and other tools from random matrix analysis. More recently, several authors have developed new approaches to finding bounds for entanglement, some based on the new methods introduced by Hastings [9], [12], [13], [14], [22].

6.3. Bounds for capacity. Since additivity fails, the convenient ‘one-shot’ formula (4.1) for channel capacity does not hold, and instead the more awkward regularized formula (3.15) must be used. This raises the question of finding useful bounds for the capacity, which is related to the question of finding bounds for the size of the violation of additivity. The Hayden-Winter examples provide large violations of additivity for all \( p > 1 \), however the dimensions of the spaces diverge as \( p \) approaches 1. In contrast, the method of proof used by Hastings produces a small violation of additivity at \( p = 1 \) [21], and it remains an open question whether larger violations are possible.

6.4. Additivity of capacity over different channels. The question is whether \( C_{\text{ult}}(\Phi \otimes \Omega) = C_{\text{ult}}(\Phi) + C_{\text{ult}}(\Omega) \) for two different channels \( \Phi \) and \( \Omega \). Based on experience with the additivity conjectures, it seems reasonable to expect that this is false.

6.5. Geometrical approach. Recently, Aubrun, Szarek and Werner [5] have used Dvoretzky’s Theorem from convex geometry to give a new proof of existence of counterexamples for all \( p > 1 \). Dvoretzky’s Theorem concerns the existence of almost spherical cross-sections of high-dimensional convex bodies, and the additivity problem for Renyi entropy can be restated in precisely this form. The dimensions of the counterexamples diverge as \( p \downarrow 1 \), however in another paper [6] the same authors have used related methods to prove existence of counterexamples at \( p = 1 \).

6.6. Non-unital qubit channels. Qubit channels are the simplest quantum channels [39]. It is known that additivity holds for unital qubit channels for all \( p \geq 1 \) [34], and for non-unital channels at \( p = 2 \) and \( p \geq 4 \) [37], [20]. However the additivity question for non-unital channels for \( p < 2 \) is still open, and the additivity of channel capacity is still open. There is no evidence that qubit channels can violate additivity, however it seems worthwhile to settle this question.
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